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I. INTRODUCTION

Critical to the success of the Air Forci Office of Scientific Research (AFOSR)

mission is the ability of AFOSR to draw upon the research community in the United

j States to respond to its needs. In recent years, however, the number of U. S. citizens

seeking advanced degrees in the areas of Air Force research interests has been decreasing.

IThis refers specifically to the number of U. S. citizens obtaining Ph.D. degrees in areas

of mathematics and science that are of interest to the Air Force. This situation points

toward the potential problem of a future shortage of qualified researchers in areas critical

Ito the nation's security interest.

To address this problem, the United States Air Force Laboratory Graduate

Fellowship Program (USAF/LGFP) was established. The contract is funded under the Air

Force Systems Command by the AFOSR. The program annually provides three-year

fellowships for at least 25 Ph.D. students in research areas of interest to the Air Force.

Universal Energy Systems, Inc. (UES) has completed the third year of the three-year LGF

program contract.

This report, prepared in compliance with contractual requirements, covers the third

year of the program which now sponsors 27 first-year participants as well as 25

second-year fellows and 22 third year fellows for a total of 74 active fellowships. The

report addresses an overview of the administration tasks, statistics on the 1989 awards,

profiles of all the fellows, and summarized results of the evaluation process. Materials

deemed inapprop-ate for inclusion in the main body of the report, such as samples of

forms, complete questionnaire results, etc., are includea in the appendices.

II. ADMINISTRATION

The administration of the LGF program is conducted from the Dayton offices of

UES. The staff consists of Mr. Rodney C. Darrah, Program Manager; Ms. Judy Conover,

Program Administrator; ard support personnel. Most members of the 1989 program

administration team have been involved with the project since award of the contract to

UES. This element of an experienced, stable staff ensures program continuity and

contributes to successful operation of administrative tasks.

The primary tasks in managing the program consist of advertising (which includes

compiling and updating a mailing list, and preparing and distributing ads, flyers, and
i1



CONCURRENCE FORM

The School of Aerospace Medicine requests the continuation of the AFOSR
fellowship for Mr. David J. Linden, studying Neurophysiology at
Northwestern University.

Give a brief statement of laboratory and/or Mr. David Terrion's (fellow's
mentor) involvement with Mr. David J. Linden.

Mr. Linden has continued to manifest superior academic and investiga-
tive talents. His many published works have brought distinction to the
USAF Laboratory Graduate Fellowship Program and confirm his potential to
be a leading neuroscientist in the future.

During the 20th Annual Meeting of the American Society of Neuro-
chemistry (6-10 March 1989), Dr. Terrian had the opportunity to carefully
review Mr. Lindens' academic progress with his advising professor,
Dr. Aryeh Routtenberg. However, because Mr. Lindens' research makes
extensive use of electrophysiological techniques that Dr. Terrians'
laboratory is not prepared to support, no direct interaction between
these two individuals has been arranged.

Chief Scientist Date Mentor Date

--789-000-001



I.
CERTIFICATION OF ACADEMIC PROGRESSI

Fellow: Mr. David J. Linden

University: Northwestern University Subcontract: S-789-000-001

Fellow to complete

1. Courses - Give description of courses and grades received (Attach
sheet if extra space is needed.)

I

* 2. Give a detailed description of research and progress toward
dissertation. (Attach sheets if extra space is needed.)I

I
"I certify that all information
stated is correct and complete."

* Signature/Fellowship Recipient

TYPED NAME/FELLOWSHIP RECIPIENT

I "I certify that Mr. David J. Linden is making satisfactory academic
progress toward a Ph.D. in the area of Neurophysiology in the discipline
of Neurophysiolo y for the Winter 1989 quarter."

3Sigr' ure/d KgPoe r

* TYPED NAME/TITLE OF ADVISING

3 LLD/sdp 4649C



My recent research has examined the role of a newly discovered

class of protein kinase C activators, the cis-fatty acids, in

regulating isolated ionic currents in cultured neurons. This

research has been undertaken using the whole-cell patch clamp

technique as apploed to cultured neuroblastoma cells. My major

findings are outlined on the following pages, excerpted from a

manuscript recently submitted for publication. My present

research involves expanding the investigations detailed below to

include currents carried by the calcium ion.



Linden and Routtenberg -2-

Summary

1 1. Activation of protein kinase C (PKC) by phorbol esters or

diacylglycerols has been shown to modulate a number of ionic

3 currents carried by Ca2+, K+, and Cl-. Recently, it has been

demonstrated that PKC may be activated by cis-fatty acids (c-FAs) ir

3 the absence of either phospholipid or Ca2+ . We wished to determine

if this new class of PKC-activating compound would also modulate

I ionic currents, and if so, to determine the nature of that

modulation. To this end, we applied the whole-cell patch clamp

recording technique to NlE-115 neuroblastoma cells differentiated i:

4% dimethylsulphoxide (DMSO).

2. Analysis of families of currents evoked under voltage clamp by

depolarizing steps from a holding potential of -85 mV during

application of 5 uM oleate (a c-FA) showed a 36% reduction of the

peak inward current with no shift in either the peak or the reversal

U potential of the current-voltage (I-V) relation and no alteration of

outward current.I
3. As previous work has shown the inward current of this cell to be

largely carried by Na+, we sought to record the isolated Na+ current

by application of external Mg2+, internal F- and tetraethylammoiium

(TEA), and the replacement of internal K+ with N-methylglucamine.

The isolated Na+ current recorded in this manner was completely and

reversibly abolished by tetrodotoxin or removal of external Na+, and

i was unaffected by application of external TEA.

I . . . .
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4. Application of the c-FAs oleate, linoleate, and linolenate

reversibly attenuated voltage-dependent Na+ current with approximate

ED50's of 2, 3, and 10 uM respectively. Elaidate (a trans-isomer of

oleate) and stearate (a saturated fatty acid) which do not activate

PKC, had no effect. Since cis-fatty acids are known to fluidize

membranes, as well as to activate PKC, we sought to dissociate thesc

functions by applying compounds that fluidize membranes but do not

activate PKC: methyloleate and lysophosphatidylcholine. Neither

compound affected Na+ current when applied at concentrations of 1-5

UM.

5. In contrast to c-FAs, three classical PKC activators, phorbol-

12,13-dibutyrate, phorbol-12,13,-diacetate, and 1,2-

oleoylacetylglycerol (OAG) were found to have no effect on the

voltage-dependent Na+ current when applied at 1OnM-luM (phorbol

esters) or 1-150uM (OAG) for incubation periods up to 1 h.

6. The PKC inhibitors polymyxin B and H-7 were seen to block the

attenuation of the Na+ current by c-FA in a dose-dependent manner,

with maximal inhibition occurring at doses of 50 and 10 uM,

respectively. The cyclic nucleotide-dependent protein kinase

inhibitor H-8 was much less effective in blocking the c-FA effect.

7. In another attempt to determine whether the c-FA effect was

mediated by PKC, chronic (24 h) exposure to 1 uM phorbol ester was

employed to down-regulate this enzyme. This treatment did not alter

the baseline characteristcs of the isolated Na+ current, but was
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effective in blocking the attenuation of Na+ current produced by

subsequent application of c-FA.

1 8. Taken together, these data suggest two broad classes of

explanation. First, c-FA attenuation of the Na+ current could be

mediated in part through a non-PKC mechanism. The second

explanation, which we favor, is that activation of the PKC family o-

enzymes by c-FAs and the classical PKC activators (phorbol esters,

diacylglycerols) could result in different patterns of substrate

phosphorylation such that c-FA activation of PKC produces

attenuation of the Na+ current in NIE-115 cells, while stimulation

of PKC by classical PKC activators does not.

I
I
I
I
I
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Short Communications

NMDA receptor blockade prevents the increase in protein kinase C
substrate (protein F1) phosphorylation produced by

long-term potentiation

David J. Linden, Ka L. Wong, Fwu-Shan Sheu and Aryeh Routtenberg
Cresap Neuroscience Laboratory. Northwestern University, Evanston. IL 60201 (U.S.A.)

(Accepted 26 Ar il 1988)

Key words: N-MethVI-D-aspartate: Protein kinase C: Protein Fl: Long-term potentiation

Recent evidence has implicated activation of the N-methyl-D-aspartate (NMDA) class of glutamate receptor in the initiation of hip-
pocampal long-term potentiation (LTP). an electrophysiological model of information storage in the brain. A separate line of evi-
dence has suggested that activation of protein kinase C (PKC) and the consequent phosphorylation of its substrates is necessary for the
maintenance of the LTP response. To determine if PKC activation is a consequence of NMDA receptor activation during LTP. we ap-
plied the NMDA receptor antagonist drug. DL-aminophosphonovalerate (APV) both immediately prior to and following high fre-
quency stimulation, resulting in successful and unwuccessful blockade of LTP initiation, respectively. We then measured the phospho-
rylation of a PKC substrate (protein Fi) in hippocampal tissue dissected from these animals. Only successful blockade of LTP initia-
tion by prior application of APV was seen to block the LTP-associated increase in protein F1 phosphorylation measured in vitro (P<
0.001 by ANOVA). This suggests that NMDA receptor-mediated initiation triggers maintenance processes that are. at least in part.
mediated by protein Fl phosphorylation. These data provide the first evidence linking two mechanisms associated with LTP. NMDA
receptor activation and PKC substrate phosphorylation.

Hippocampal long-term potentiation (LTP) is a maintenance, but not the initiation of LTPl. 4 '1s.t?.

model system of neuronal information storage in t8.24. In contrast to NMDA receptor antagonists.
which brief high-frequency stimulation delivered to PKC inhibitors given prior to high-frequency stimu-
an afferent pathway produces a persistent increase in lation leave the initiation of the potentiated response
the efficacy of synaptic transmission2. Recently, evi- unaltered, but can eliminate LTP when applied 10
dence has emerged for pharmacologically separable min after high-frequency stimulation" . Consistent
processes of initiation and maintenance of this poten- with this observation, PKC activators have been

tiated response. Blockade of the N-methyl-o-aspar- shown to facilitate the maintenance but not the initia-

tate (NMDA) receptor by application of the antago- tion of LTPt 4.1s.24. Finally, LTP causes an increase in
nist drug, DL-aminophosphonovalerate (APV), prior PKC activation i and the consequent phosphorylation
to high-frequency stimulation has been shown to of a PKC substrate, protein F17 , which is positively
reversibly block the initiation of the potentiated syn- correlated with the maintenance of the potentiated
apticresponse 'iO. However. NMDA receptor acti- response.

vation appears to be important only in the initiation Is PKC activation/protein F1 phosphorylation,

of LTP, as application of APV has no effect on the which appears to be critical for the maintenance of

potentiated response once established. LTP, a consequence of NMDA-receptor mediated
Conversely, sevetal lines of evidence indicate that initiation processes, or are these two mechanisms ini-

activation of protein kinase C (PKC) is critical for the tiated in parallel? To address this question we as-

Correspondence: A. Routtenberg, Cresap Neuroscience Laboratory. Northwestern University. Evanston. IL 60201. U.S.A.

0006-8993881S03.50© 1988 Elsevier Science Publishers B.V. (Biomedical Division)
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saved the phosphorylation of protein Fl in hippo- mogenized. and separated into aliquots for the in vi-
campal tissue from intact animals in which LTP was tro phosphorylation reaction and subsequent autora-
produced. in which LTP was blocked by prior appli- diography.
cation ol APV. and in which APV applied after high In agreement with previous reports'. 1u, APV ejec-
freq(iency stimulation failed to block LTP. tion blocked the initiation of LTP when applied be-

Experiments were performed in the intact dentate fore. but not after HFS. APV ejected after HFS also
ayrus of urethane-anesthetized rats as previously de- had no effect on the time-course of the potentiated
scribed". A multi-barrelled micropipette for tecord- response over the 60 min monitoring period. Ejec-
ing field potentials and pressure ejection of drugs was tions of APV or Tris in the absence of HFS had no ob-
placed in the dentate gyrus molecular layer. where servable effect on baseline synaptic transmission
perforant path fibers terminate. A twisted-wire bipo- (Fig. 1).
lar stimulating electrode " as placed in the *bottle- Densitometric analysis of phosphoprotein autora-
neck' of the angular bundle. so as to maximally stim- diograms revealed that protein F1 was increased in
ulate perforant path fibers"'. After a 30 nin interval, its in vitro phosphorylation measured 60 min alter
to ,llow for stabilization of the response. baseline successful initiation of LTP*. No significant altera-
data %%ere collecteC, b% deli~ering subthreshold. low- tions (all P > 0.25 by one-way ANOVA) were seen
frequency (0.1 Hz) test pulses. Computer averaging in the phosphorylation of bands D I (77 kDa). D2 (75
of waveforms. EPSP slope measurement. and the kDa). El (61 kDa). E2 (56 kDa). E3 (54 kDa). and
construction of voltage response curves were done as F2 (42 kDa). This specificity is consistent with- pre-
previous!y described"4. Drugs were ejected by micro- vious reports from this'7 and other: ' laboratories. A
pressur, pulses (5-10 psi. 20 ms) to yield an ejected one-way ANOVA test performed across all 5 groups
volume of 0.74 * l (192 pmol) of APV. Eight trains of revealed a significant effect of treatment on protein
high-frequency stimulation (HFS: 400 Hz. 8 pulses/ F1 phosphorylation (F = 41.89. df = 3.27. P < 0.001:
train. 0.4 ms pulse width, inter-train interval = 30 s) see Fig. 2A). Pairwise comparisons showed signifi-
were used to induce LTP. cant increases in protein Fl phosphorylation be-

Five groups of animals received one of the follow- tween the successfully potentiated groups (Tris-
ing treatments: APV immediately prior to HFS preHFS. APV-postHFS) and the non-potentiated
(APV-preHFS). APV immediately after HFS (APV- groups (APV-preHFS. APV. Tris). This result is fur-
postHFS). Tris carrier solution immediately prior to ther illustrated by t significant positive correlation
HFS (Tris-preHFS). APV applied with no HFS between protein F1 phosphorylation and the ampli-
(APV). and Tris applied "ith no HFS (Tris). Re- tude of the synaptic response measured immediatel.
sponses were monitored with low-frequency test before sacrifice as tested by the point biserial correla-
pulses for 60 min. following which the brain was rap- tion which compensates for clustering of the data into
idly frozen in situ. A 2 mm thick transverse section of potentiated and non-potentiated groups (rh,

dorsal hippocampus surrounding the recording elec- +0.912. df = 27, P < 0.001 by two-tailed test: see
trode track was dissected in the cold room (4 'C). ho- Fig. 2B). Thus, application of APV prior to HFS

- Does an increase in protein phosphorylation measured in vitro reflect an increase in endogenous kinase activity? To address this
question, tissue from LTP and control animals was homogenized and boiled for 5 mm to destroy endogenous enzyme activity. The
samples were then divided into two aliquots: one was treated with a saturating dose of alkaline phosphatase (AP) to remove all en-
dogenously bound phosphate. following which the AP activity was destroyed by repeated freezing and thawing. and the other re-
cc ed no al.alne phosphatase treatment. Both A.quots were then rected with an excess of purified exogenous PKC .nd "I',
ATP to phosphorylate all a% atlable sites and the reacted protein was then quantified by SDS-PAGE autoradiography. Thus. the in-
corporated -P in the APIeted sample is a measure of total phosphorylation sites, and the value

APrate-APuteatedXa 
0x 100

APracld

is a measure ot the c" of endogenously occupied phosphorylation sites. Tissue from LTP animals was significantly higher than that
irom control animals in this latter measure. indicating that the increase in phosphorylation of protein Fl measured in vitro is. at least
in part. a consequence of increased endogenous kinase activity ".
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so, PM and 5 mM APV. PKC activity was reduced to

60, <) s99%. 97%. 94% and 86% of baseline, respectively.160' "0 Tn$ IxeHFS

I - APVposHFS indicating that APV did not directly inhibit PKC in_ -o. APV.preHFS "Us p,,, the concentration applied.
1 - A
140 The present results suggest that the LTP-asso-

ciated increase in protein F1 phosphorylation is a
120- ,.consequence of an NMDA receptor-dependent ini-

a tiation process. This observation is important in that
100- it provides a link between initiation and maintenance

of LTP. These processes may occur at specific synap-
so .. . tic locations.

.80 -60 -40 .20 0 20 40 60 80 It has been proposed that the trigger for LTP is Io-
time (mn) cated postsynaptcally . In this model. the signal

Fig. 1. Long-term potentiation of the perforant path. with drug for initiation is a large. sustained. subthreshold depo-
ejection in the dentate gvrus molecular layer. Multi-barrelled larizatton of the postsynaptic membrane which re-
micropipettes were placcd in the perforant path terminal zone
to record the local, negative-going population EPSP evoked by lieves a voltage-dependent blockade- of -the NMDA
perforant path stimulation. Experiments were performed on receptor-associated channel by magnesium ions.
male Sprague-Dawley rats. 150-20 g anesthetized with ure- This results in a sustained influx of cations into the
thane. APV was dissolved in 21) mM Tris. which served as the
carrier solution for control ejections. Ejection of the drug re- postsynaptic cell. This proposal has-been supported
quired 2-3 mi. and the amount ejected was monitored by di- by the observations that APV will not block low-fre-
rect microscopic observation of the fluid miniscus within the quency synaptic transmission. and-that the-NMDA-
drug-containing barrel. High-frequency stimulation to induce qecy synatc mionnt te N -
LTP was applied at i = -5 min (arrowhead in figure) for the receptor mediated component of lowfrequency syn-
groups APV-preHFS. APV-postHFS. and Tris-preHFS. The aptic transmission may be observed only when physi-
APV-postHFS group received APV at t = 0 while all other ological levels of extracellular magnesium are re-
groups APV-preHFS, APV-postHFS. and Tris-preHFS. The
APV-postHFS group received APV at t = 0 while all other movedi. In addition. LTP may be initiated by
groups received drug ejections at t = -8. The successfully po- larization of the postsynaptic cell coupled with -lo%% -
tentiated groups. APV-postHFS and Tris-postHFS. show re- frequency stimulation of afferent fibers '".i' . and in -
sponses that do not decay over the 60 min monitoring period an ma i-

following HFS. n = 6 for all groups except APV-preHFS. tiation of UP by high-frequency stimulation may be
where n = 5. blocked by hyperpolarization of the postsynaptic

cell 3 .This notion. that integration of depolarization
blocks both the initiation of LTP and the associated in the postsynapttc cell provides the trigger for LTP.
increase in protein F1 phosphorylation. The observa- is consistent with the observation that -simultaneous
tion that application of APV after HFS failed to block activation of many afferent fibers. cooperativity of
this LTP-associated increase suggests that APV is co-active afferents. is required for LTP initiation .

acting in vivo rather than having a lingering effect in There is evidence suggesting that LTP response
vitro during the phosphorylation reaction. maintenance is mediated by alterations of the presyn-

The tissue concentration wtthin the hippocampus aptic terminal. For example. release of the putative
of the 192 pmol of APV applied in vivo is difficult to neurotransmitter glutamate is persistently increased
determine. However. if one assumes that the APV following LTP6. Interestingly. this increase in gluta-
ejected (0.74/il of 260pM solution) diffuses homoge- mate release may be blocked by application of APV
neousi> in 5 pi of hippocampal tissue. then a rough prior to HFS. though APV does not alter basal giuta-
estimate of 38 tIM concentration emerges. Could mate release evoked by low-frequency stimulation'.
concentrations of APV of this order of magnitude be It has been observed that glutamate release from
inhibiting PKC directly? We measured the activity of control synaptosomes can be stimulated by a PKC ac-
purified PKC in vitro as the difference in 32p incor- tivator. but glutamate release from synaptosomes
poration into lysine-rich histone in the presence and prepared from potentiated animals cannot be further
absence of phosphatidylserine2 t. When this assay stimulated by a PKC activator 9 . This has led to the
was conducted in the presence of 5 pM, 50 uM. 500 suggestion that PKC activation may be involved in
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the control of glutamate release' 9 , and is consistent increase in glutamate release that may be dependent
with proposals from our laboratory that PKC activa- upon PKC activation/protein Fl phosphorylation.
tion/protein F1 phosphorylation is critical for mainte- The present result. that blockade of NMDA recep-
nance of the LTP response23 . and that this mainte- tors prevents LTP-associated protein F1 phosphory-
nance is mediated by alterations of the presynaptic lation. suggests that this increase in protein F1 phos-
terminal22 . Recent evidence that PKC in the perfo- phorylation is a consequence of postsynaptic initia-
rant path/dentate gyrus granule cell synapses is local- tion processes. In such a case. a signal which travels
ized presynaptically also supports this view -i. It from the postsynaptic membrane to the presynaptic
should be noted that a model restricted to presynap- terminal must be hypothesized7 . However. it should
tic alterations of PKC may not hold for all synapses of be noted that presynaptic NMDA receptors are
the hippocampus. PKC does not appear to be local- thought to exist "

5 
7. Consequently. it is possible that

ized exclusively to the presynaptic side of either the postsynaptic initiation and a presynaptic component
mossy-fiber/CA3 cell synapse or the Schaffer collat- of maintenance dependent on protein Fl phosphory-
eral/CA1 cell synapse8. and a recent report has dem- lation are triggered in parallel, both in an NMDA re-
onstrated 'LTP-like' increases in excitability follow- ceptor-dependent manner.
ing injection of PKC into CAI cells'2 .

In summary. there is evidence that LTP is initiated The micropressure injection unit was designed by
postsynaptically through-an NMDA-receptor-depen- Dr. J. Feldman and Dr. D. McCrimmon. Thanks to
dent process (although this does not appear to be the C. Haskell and M. Whitely for skillful technical assis-
case in area CA3 of the hippocampus where NMDA tance. and to P. Collev. D. Lovinger. S. Chan. and
receptors are very sparse9). There is also evidence K. Murakami for helpful discussion. This work was
that LTP is maintained, at least in part. through an

so Fig. 2. Protein Fl phosphorylation measured in vitro following
osuccessful and unsuccessful LTP induction. The dorsal hippo.
o " s campus was dissected in the cold room (4 *C) and homogenized
5with 40 vols. of buffer (50 mM Tris. 1.0 mM EDTA. 1.0 mM

EGTA. 2 mM DTT. 10 t ml leupeptin. pH 7.5 at 4 C) in a
custom.made plastic homogenizer. Protein concentration was
adjusted to I mglml with 50 mM Tris. Aliquots of homogenate

C, containing 50 !tg of protein were pre-incubated for I min at
30 "C in a solution containing 1t utgmIl phosphatidylserine.

,. 2 2.5 mM Mg .and 200aM Ca '. The phosphorylation reaction
was initiated by addition of [7'.:PJ-ATP (final concentration 5

2 #M), and was stopped after 2 min by addition of 25p[ of a solu-~. 0
APV.pre APV.post Tis.pre Tti$ A tion containing 15% SDS. 10% fi.mercaptoethanol. 30% su-

s izs Ws crose. 0.05% Bromophenol blue. and 25 mM EDTA in 0.186
mM Tris. The samples were boiled for 5 min and 70 u1 of
reacted homogenate was layered onto 10% SDS-polyacryl-
amide gels for electrophoretic separation, The gels were
stained with Coomassie brilliant blue. dried, and subjected to

to autoradiography using Kodak X-ray film. Autoradiographs
-2 were quantified by digitizing the output of a microdensitometer

9 and integrating the area under each peak: phosphorylation was

11 expressed as a percentage of the total densitometric area. The
a following results were replicated in three separate experi-

ments. A: protein Ft phosphosphorylation is significantly
7 higher in the groups in which LTP was successtully initiated as

determined by one-way ANOVA tests among the following
0 6 a pairs of groups: APV-preHFS/APV-postHFS (F = 79.25, df

CL1.9. P < 0.001), APV-postHFS/APV (F = 45.76. df = 1,10, P
7 , <0.001). Tris-preHFSfTris (F = 65.97. df= 1.10. P <0.001).

B: protein Ft phosphorylation is positively correlated with the
2 4- amplitude of the potentiated response (measured as % of base-

80 100 120 140 160 ISO 200 line population EPSP) at t = 60. immediately before the animal
% of baseline EPSP sloe at 160 was sacrificed (r.b, = +0.912. df = 27. P < 0.001).
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supported by grants from the National Institutes of 87-4)42). D.J.L. is an Air Force Laboratory Gra-

Health (MH 25281-13) and the Air Force (AFOSR duate Fellowship recipient (S-789-00)0-001).
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The Two Major Phosphoproteins in Growth Cones Are Probably
Identical to Two Protein Kinase C Substrates Correlated with
Persistence of Long-Term Potentiation

Robert B. Nelson,'.& David J. Linden,' Carolyn Hyman,2 Karl H. Pfenninger,3 and Aryeh Routtenberg,'

'Cresap Neuroscience Laboratory, Northwestern University, Evanston, Illinois 60201, 2Department of Cellular Biology, New
York University Medical Center, New York, New York 10016, and 3Department of Cellular and Structural Biology,
University of Colorado, Denver, Colorado 80262

Regulation of neural protein kinase C (PKC) activity appears synapsin la and lb. Quantitative analysis of in vitro labeled
to directly affect the persistence of long-term potentiation phosphoproteins separated by 2-dimensional gel electro-
(LTP; Akers and Routtenberg, 1985; Lovinger et al., 1985, phoresis revealed that this second major neural PKC sub-
1986, 1987; Routtenberg et al., 1985, 1986; Akers et al., strate, along with protein F1, was directly correlated with
1986; Linden et al., 1987), a model of neural plasticity (Bliss persistence of LTP induced in vivo. The present results sug-
and Lomo, 1973). In addition, the in vitro phosphorylation of gest that PKC and its substrates play a central role in growth
a brain-specific PKC substrate, protein F1 (M, 47 kDa, pl cone function and that this protein kinase system may un-
4.5), has been directly correlated with persistence of LTP derlie both normal neurite growth in developing brain and
(Lovinger et al., 1986). Because PKC has been implicated in neural plasticity at adult synapses (Routtenberg, 1985,1986;
neurite outgrowth and is present at high levels in growth Pfenninger, 1986; Pfenninger et al., 1986).
cone-rich areas of fetal brain, we investigated and charac-
terized PKC substrates in a preparation of isolated nerve Protein kinase C (PKC; Kikkawa et al., 1982), a Ca2 and phos-
growth cone fragments from fetal rat brain and compared pholipid-dependent kinase, appears to be translocated from a
them with PKC substrates found in adult rat hippocampus. cytosolic to a membrane-associated state following the induc-
Four major proteins in the growth cone preparation showed tion of long-term potentiation (LTP) in the intact hippocampus
endogenous phosphorylation levels at least 10-fold greater of adult rats (Akers et al.. 1986). Recent evidence has suggested
than any other phosphoproteins. Three of these 4 phospho- that PKC may directly regulate persistence of LTP: intrahip-
proteins, termed pp4O, pp46, and pp8O (Katz et al., 1985), pocampal injection of PKC stimulators, such as phorbol esters
were phosphorylated by exogenous PKC in a dose-depen- or oleic acid, increase the persistence of LTP (Routtenberg et
dent manner, indicating that PKC activity might be of partic- al., 1986: Linden et al.. 1987); conversely, the administration
ularimportancerelativetootherkinasesingrowthconefunc- of the PKC inhibitors polymyxin B, melittin. or H-7 all block
tion. The 2 most highly labeled PKC substrates, pp46 and the maintenance of LTP (Lovinger et al.. 19871.
ppBO, comigrated on 2-dimensional gels with the adult hip- PKC has also been linked to neural development: it copurifies
pocampal proteins F1 and "80k" (M, 78-80 kDa, p1 4.0), with, and may be identical to, the phorbol ester receptor (Niedel
respectively. In addition, similarities in charge heterogene- et al., 1983) which has been found in high concentrations in
ity, 2-dimensional phosphopeptide maps, and increased growth cone-rich regions of the developing nervous system (Na-
phosphorylation in the presence of exogenous PKC or PKC gle et al., 198 1; Murphy et al., 1983). Mo! cover, phorbol esters,
stimulators suggest that protein F1 and 80k are highly ho- which both activate and translocate PKC (Castagna et al., 1982;
mologous to, if not identical to, pp46 and pp8O, respectively. Kraft and Anderson. 1983), are able to induce neurite outgrowth
The relationship of 80k phosphorylation to persistence of in cultured explants (Hsu et al., 1984: Natyzak and Laskin,
LTP has been masked previously by its comigration on 1984).
1-dimensional SDS gels with the major phosphoproteins Because we have previously found that the phosphorylation

of a brain-specific PKC substrate, protein Fl, is directly cor-
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GCPs and adult hippocampal formation, we used quantitative unstained 2-dimensional gels were located by autoradiography, excised.
analysis of 2-dimensional gels to correlate the endogenous phos- swollen in equilibration buffer, and loaded on a 15% acrylamide (wt/
phorylation of these PKC substrates in adult hippocampus with vol) SDS-PAGE gel with a 3% acrylamide stacking gel I cm in length.

Excised protein slices were overlaid with 10 jg S. aureus V8 protease
the persistence of LTP. in a 10 p1 volume. Gels were electrophoresed at 50 V for 1 hr (at which

point the bromphenol blue tracking dye had entered the resolving gel),
then at 160 V until the tracking dye reached the bottom of the gel.

Materials and Methods Electrophoresis was not interrupted at the stacking/resolving gel inter-
Materials. All chemicals were analytical grade. Ultrapure urea was pur- face. Gels were then stained, dried, and processed for autoradiography.
chased from Schwarz-Mann. Tns (hydroxymethyl) aminomethane, Two-dimenswnalpeptide mapping. An alternate procedure for limited
acrylamide, and methylene bisacrylamide were from Polysciences. - -'P- proteolysis of proteins using S. aureus VS protease, also derived from
ATP was obtained from ICN. Phosphatidylsenne (PS) and protein stan- Cleveland et al. (1977), was used to prepare peptide fragments for sep-
dards for SDS-PAGE were supplied by Sigma. Staphylococcus aureus aration by NEPHGE-SDS. Briefly, labeled protein spots containing FI
V8 protease was obtained from Miles Laboratories. Ampholytes, 40%, or pp46 from 2-dimensional gels were pooled, hydrated, macerated with
of pH 3-10 were from Bio-Rad. Purified PKC and purified protein Fl a Teflon pestle, and eluted in distilled water for 24 hr at 370C. The
were prepared as described previously (Murakami and Routtenberg, protein-containing supernatant was filtered, lyophilized, and resus-
1985; Chan et al., 1985). pended in 334 pl 20 ug/ml BSA added as carrier, then protein was

Growth cone particles. GCPs were prepared as described previously precipitated by adding 60% TCA to a 20% final concentration (wt/vol).
(Pfenninger et al., 1983). Briefly, a low-speed supernatant from ho- After washing twice with 1:2 ethanol/ether, the precipitate was resus-
mogenate of 17-d gestation rat brain was layered onto a discontinuous pended in 0.125 M Tns-HCI. pH 7.2, 10% glycerol, and 0.5% SDS. then
sucrose gradient and spun to equilibrium (243,000 x g_,, for 40 mi, incubated 1.5 hr at 370C in the presence of 0.2 mg/ml V8 protease.
44C). The band at the load/0.75 M sucrose interface was collected, di- After the reaction for 2-dimensional analysis was stopped as described
luted, and centrfuged at 39,000 x g,,. This pellet (P,, consisting of above, peptide fragments were separated in 2 dimensions by use of 20%
mostly broken GCPs) was resuspended in 50 mm T"ns-HCL (pH 8.1). acrylamide/2 mg/ml bis-acrylamide resolving gel in the second dimen-

Adult brain syntaptosome-enrichedfraction. A synaptosome-enriched sion. Gels were processed for autoradiography as described above.
fraction (P,) was prepared as described previously (Conway and Rout- In vivo long-term potentiation. The procedure for inducing LTP is
tenberg, 1978). Briefly, rat hippocampal formation was homogenized descnbedindetailelsewhere(Lovingeretal., 1986). Brieflyanesthetized
in 0.32 M sucrose and centrifuged at 10G0 x g., for 10 min. The animals were stimulated in the perforant path using 8 trains of eight
supernatant was centrifuged a second timre at 1000 t g,,, and the second 400 Hz pulses. The extracellular population spike was recorded from
pellet also discarded. The second supernatan, was centrifuged at 10,000 the hilus of the dentate gyrus 3 and 13 min following the high-frequency
x g,,, for 20 mi, and the resulting pellet was washed by resuspension stimulation- the brains were then rapidly frozen in liquid nitrogen and
in 0.32 M sucrose and ccntrifugation at 10,000 x g_,, for 20 min. This stored at -206C.
final pellet (P2) was resuspended in buffers indicated in the individual The magnitude of spike potentiation (percentage of baseline spike
figure captions. amplitude, % BSA) was calculated using the following formula:

Phosphorylation of tissue fractions in vitro. After protein determi- (Spike amplitude after high-frequency stimulation at t,/Spike
nation (Lowry et al., 1951), all GCP, adult P., or adult homogenate amplitude before high-frequency stimulation) x 100,
samples were adjusted to 2 mg/ml protein. Buer containing all ions,
chelating agents, and test substances for the final reaction conditions whev.- t, = 3 or 13 min.
was added to each sample while on dry ice. In the case of experiments The persistence of spike potentiation was calculated as
with PS or PKC, experimental and control samples were thawed on ice (% BSA at t,) - 100) / (% BSA at t, - 100),
for 10 min in the presence of various concentrations of Triton X-100
(TX-100). To measure endogenous phosphoylation, sampies were where t, and t,, refer to 3 and 13 min, respectively, following delivery
preincubated at 30*C for 45 sec, followed by incubation with 5 pM -"3P- of high-frequency stimulation.
ATP for 15 sec in a final volume of 40,ul. Final reacton conditions are
stated in text and figure captions. Quenching was by liquid nitrogen, Results
followed by addition of 8.5 M urea, 0.5% TX-100 (vol/vol), and 3%
0-mercaptoethanol (vol/vol) for 2-dimensiona., separation. For sepa- Proteins from a P. fraction ofadult rat hippocampal formation
ration by I-dimensional Laemmli gels (5-15% avTy;amide), samples and from a GCP fraction were phosphorylated in vitro using
were quenched by addition of 3 / Laemmli sample buffer containing Y-'P-ATP ard separated in parallel by NEPHGE-SDS to com-
SDS (Laemmli, 1970). The resulting autoradiographs were analyzed by pa e nd s e ed in para-
microdensitometry and computer integration of densitometric peaks pare endogenously labeled phosphoproteins i the 2 prepara-
(R. B. Nelson, D. J. Linden, and A. Routtenberg, unpublished obser- tions (Fig. 1). As reported previously, there are striking differ-
vations). ences in the relative incorporation ofphosphoproteins between

Analysis by 2-dimensional gel electrophoresis (IEF-SDS). Two-i- these 2 preparations (Katz et al., 1985). In GCPs, only 4 major
mensional electrophoresis by isoelectric .focusing (IEF) and SDS mo- phosphoproteis were detectable, in contrast to 20 or more i
lecular mass separation was performed according to O'Farrell (1975)
with modifications described previously (Nelson and Routtenberg, 1935). adult P. Although many other phosphoproteins were detectable
Ten percent (wt/vol) polyacrylamide gels were used to separate protein on longer exposure of the GCP autoradiograms, their incor-
in the second dimension, and in some cases gels were stained using a poration was at least 10-fold lower than that of the 4 major
modification of' the silver stain of Merril et al. (1981). Gels were dried phosphoproteins. The most highly labeled phosphoprotein was
and analyzed by autoradiography as described previously (Mitrius et pp46 (#), followed in order by pp80 (#2), pp4O (#4), and a
al., 198 1).

Levels of protein phosphorylatton were determinea by locating the grouping of proteins that might correspond to phosphorylated
proteins autoradiographically in th, gels, excising the spots or bands, tubulin.4 Note that synapsin la and lb (#1), among the most
and counting directly without elution in a liquid scintillation spectrom- prominent phosphoproteins in adult P,', are only minor com-
eter.

Analysis by nonequilibrium pH gradient 2-dimensional gel electro- poneits in GCPs (Katz et al., 1985).

phorests (NEPHGE-SDS). The procedure for NEPHGE-SDS was es- In order to identify PKC substrates in adult P. and GCPs, we
sentially the same as that described by O'Farrell et al. (1977) with added exogenous, purified PKC to the 2 preparations in the
modifications described previously (Nelson and Routtenbeig, 1985).
Proteins were excised from NEPHGE-SDS gels and counted for )2P-
incorporation as described in detail elsewhere (Nelson et al., 1987).

One-dimensional peptide mapping. Limited proteolysis using Staph- '"he fourth major phosphoprotein(s) on the 2-dimensional gels are probably
ylocOccus aureus V8 protease was performed using a modification of a ai p-tubulin based on their molecular mass, isoelectnc point, and partial
the method of Cleveland et al. (1977). Briefly, proteins from dried, insolubility (manifested as "streaking") on the gels.
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Figure 1. Autoradiographs comparing 2P-labeled phosphoproteins from P, and GCPs. Phosphoprotems from a P, fraction of adult rat hippocampai
formation and from GCPs were separated by NEPHGE-SDS (see Materials and Methods). Samples were reacted with y-"P-ATP (se,. Materials
and Methods). Final reaction volume was 40 AI containing I mg/ml protein in 50 mm Tris-HCI (pH 7.1), 10 AM free CaC, and I mm free MgCI.
buffered with I mm EDTA. Visible characterized proteins believed to correspond between the 2 preparations are (I) synapsin la/lb (Ueda and
Greengard, 1977. Nestler and Greengard. 1986), which are clearly seen only upon longer exposure in GCPs; (2) 80k in adult P, and pp80 in GCPs
(Wu et al., 1982; Katz et al., 1985; Blackshear et al., 1986); (3) protein Fl in adult P, and pp4 6 in GCPs; (4) pp4O in GCPs (Katz et al., 1985),
normally barely detectable in adult preparations. Autoradiographs were exposed for different times to give comparable development of the PKC
substrates (number 2. 3. and 4) in each autoradiograph. Protein 4 labeling (pp4O) was not detectable among P, proteins even on longer exposure
of the autoradiograph. Baseline cpm values for proteins were as follows: Fl, 3241; pp46, 59995; 80k, 9619. pp80, 51782. Autoradiographs are
representative of several comparisons.

presence of 300 Am Ca2" . We found a dose-dependent increase stimulated the phosphorylation of 2 proteins termed protein Fl

in phosphorylation of pp46 , pp80, and pp40 in GCPs (Table and 80k, but this stimulation was limited and did not increase

1). Thus, 3 of the 4 major phosphoproteins detected in GCPs steadily with increasing PKC concentration (Table I). A factor

were PKC substrates. In the adult hippocampal P, fraction, PKC in adult rat brain that inhibits PKC activity has recently been
__________________________________________ discovered (Chan et al., 1985). Since this inhibitory factor is

M a x i m a l a c t i v a t i o n r a t e o f p u r i fi e d P K C p h o s p h o r y l a in g p u r i fi e d p r o t e i n i n r e m o v e dr e y a m m o n t u m s ula te8 p r ecS p ic a t i o ns ( C h anb i to a t .,a 1 9 8 5 ) ,

Fl occurs at a concentration near 200 M Ca- and 100 gg/ml PS (Chan et al.. removed by ammonium sulfate precipitation (Chan et al., 1985),
1986). we prepared such an inhibitor-free fraction from rat brain P,

Table 1. Stimulation of 1'P incorporation into selected proteins by exogenous purified PKC

Added
PKC pp4O
(pmol/ Fl 80k FI from 80k from pp46 pp80 from
min) from P2 from P2 ASP 40-80 ASP 40-80 from GCPs from GCPs GCPs

0 100 100 100 ND 100 100 100

I 111 60 193 ND 133 168 147

5 102 67 592 100 150 233 224

10 101 107 1139 375 297 344 361

50 155 226 3777 933 619 898 917

100 154 384 6696 2487 818 1432 1479

':P incorporation into proteins was measured by liquid scintillation spectrometry of protein spots cut from 2.dimer, ional
&,1: (s. Ma,...:c , ca Methods). Stimulation of incorporation by added PKC i% ¢xpr-ed a, a percen age of con, l
values. ND. nbt detectable above oackground. PKC activity is expressed as picomoles P, incorporated into histane per
minute (pmoVmin). Final reactitn concentrations were I mg/ml protein in 50 mm Tris-HCI (pi 7.1). 0.i% TX-100,
300 gM Cal* free, I mm Mg1" free. buffered with I mm EDTA. Incubation with 5 um -y-"P-ATP was as described in
Figure 1. Purified PKC having a specific activity of 1460 nmol P/min mg histone was prepared as previo sly descnbed
(Murakami and Routtenberg, 1985). "FI from P," and "80k from P2" were both cut from the same 2-dimensional gels
of P. proteins. ASP 40-80 was a I-step purification of FI from a pH extract of P2 proteins by 40 and 80% ammonium
sulfate precipitation followed by dialysis against 50 mm Tris-HCI (pH 7.1). This fraction was then phosphorylated under
the conditions listed above with the inclusion of 50 Ag/ml of PS and separated on 2-dimensional gels. PhosphorylatI. a
of 80k protein was detectable in this fraction after a minimal addition of 5 pmol/min of PKC activity. This level of
phosphorylation was then used as a baseline for addition of higher PKC concentrations. "pp46 from GCPs," "pp80
from GCPs," and "pp4O from GCPs" were all cut from the same 2-dimensional separmtions of phosphorylated GCP
proteins. Experiments were performed twice. Values shown are from one experiment.
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pI: 4.5 4 4.5 4I I I I
Mr:

-67 kDa
Figure 2. Comigration and similar
microheterogeneity on 2-dimensional
autoradiographs of phosphorylated -60 kDa
protein FI versus pp46. and 80k versus .,. ,
pp8O. Proteins adjusted to I mg/ml
concentration were labeled by endoge-
nous phosphorylation as in Figure I and
separated by IEF-SDS (se,. Materials
and Methods). Protein Fl in P, and
pp46 in GCPs are indicated by arrows. -48 kDa
80k in P:, pp80 and pp40 in GCPs are
indicated by arrowheads. The exposure
times of the autoradiographs were ad- 4
justed to give similar intensities of pro-
tein Ft and pp46. Baseline cpm values
for proteins were as follows: Fl. 2197;
pp46. 33005: 80k. 1641: pp80. 30294.
Autoradiographs are representative of P GCP
several comparisons.

then added increasing concentrations of PKC to the fraction in indicate qualitative enrichment of pp46 and pp80 in CCPs ver-
the presence of 50 ug/mi PS. In this preparation, a dose-depen- sus protein Fl and 80k in P,.
dent stimulation of protein FI and 80k phosphorylation by The 4 phosphoproteins were further compared by subjecting
exogenous, punfied PKC was found (Table 1). The large per- each to peptide mapping following limited proteolysis with S.
centage increase in phosphorylation obtained following addition aureus V8 protease (Fig. 4). On a 1-dimensional separation, 3
of PKC to this fraction is partly due to removal of most of the phosphopeptide bands were generated under these conditions
endogenous PKC activity following ammonium sulfate precip- from protein FI ond pp46: 2 major bands at I I and 13 kDa,
itation. so that basal phosphorylation of protein F1 and 80k is and a minor band at 23 kDa. When these same proteolytic
extremely low. fragments %ere furthercompared by separation in 2 dimensions,

Whereas a protein potentially corresponding to pp4O was de- an extensive heterogeneity was revealed within the II and 13
tectable only on prolonged exposure in the adult P, preparation, kDa bands of both proteins, while the 23 kDa band appeared
2 relatively well-labeled phosphoproteins termed protein FI and as a single acidic peptide. On 2-dimensional peptide maps, pro-
80k in adult rat brain comigrated with the GCP phosphoproteins tein FI and pp46 have at least 10 phosphopeptide spots in
termed pp46 and pp80, respectively (Fig. 2). Under the gel common. Protein FI and pp46 thus appear to be highly ho-
conditions used, protein FI and pp46 exhibited an apparent mologous. if not identical, on the basis of these maps.'
molecular mass of 47 kDa6 and an isoelectric point of 4.5. Both Two-dimensional phosphopeptide maps of 80k and pp80
proteins also exhibited a slight, but characteristic charge het- yielded 2 bands ofpeptides at 12 and 14 kDa (Fig. 4). In contrast
erogeneity, with a slightly higher molecular mass at the alkaline to protein Fl and pp46, the pattern on these maps was 3 closely
end. This microheterogeneity is more apparent in silver stains spaced, poorly resolved peptides of basic pH within each band.
of protein FI and pp46 (Fig. 3); 80k and pp80 had an apparent An aberration in the migration front of these peptides was seen
molecular mass of 78-80 kDa and an isoelectric point of 4.0. in the area of highest label incorporation. This aberration was
These 2 proteins shared a distinctive charge heterogeneity with reproducible and appears to be due to some property inherent
a higher molecular weight at the acidic end and a "trail" of label in the peptides that disturbs their migration on SDS gels., 80k
in the molecular mass dimension at the alkaline end. This dis- and pp80 appear to be highly similar, if not identical. on the
,'n,-,; .... ,-roeerogene!tv is also apparent in the silver stain basis of these maps.
of pp80 in Figure 3: however. 80k was not detectable in the
silver stain. Because equal amounts of protein were loaded onto 'Small differences ir. the phosphopeplide pattern on these maps (particularly

erelative stain densities ofproteins in minor phosphopepttdes) appears to be due to minor differences in the degreethe gels shown in Figure 3, the reof proteolysis rather than differences in substrate cleavage sties since these minor
differences are not consistent. In side experiments to explore this issue, we per-
formed parallel digestions on identical proteins from the same preparation and
still obtained minor differences in phosphopeptide patterns.

Observations from several laboratones including our own, indicate that FI/ I Recent evidence Suggests that 80k/pp8O (and pp4O) both covalently bind fatty
pp46 migrates anomalously on SDS-PAGE gels with regard to molecular mass acids (Perrone-Bizzozeroet al.. 1987). Charge maskingby fatty acids mightexplain
standards. The apparent molecular mass of Flipp46 decreases with increasing both the poor resolution of 80k/pp80 pepttde fragments in the isoelectrofocusing
percentage polyacrylamide gels. Thus. it was important in the present study to dimension and the charactenstic aberration produced in the migration front of
compare protein FI and pp46 separated in parallel on the same gel system. the SDS dimension.
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Because protein Fl, pp46, 80k, and pp8O could be phosphor- pI: 4.5 4.5
ylated by exogenous PKC, we characterized the endogenous
PKC activity in adult hippocampal P2 and fetal brain GCPs.
Under the same basal phosphorylation conditions (no addition Mr
of kinase stimulators) with protein adjusted to I mg/mi, the
endogenous phosphorylation of pp46 and pp80 in GCPs wastypically 15-20 times higher than that of protein F1 and 80k in

adult hippocampal P, (measured as cpm of 32P-incorporation
into protein spots; see Figs. I and 2 legends). In contrast, overall -67 kDa
kinase activity was lower in GCPs as measured by TCA pre-
cipitation of total protein, being 60% of the incorporation found
in hippocampal P,. Although part of this increased phosphor- -60 kDa
ylation of pp46 and pp80 in GCPs relative to protein Fl and
80k in P2 would be due to the enrichment of these proteins in
GCPs (Fig. 3), the short in vitro reaction time used favors de-
tection of differences in kinase activity over differences in sub- -48 kDa
strate concentration (Matus et al., 1980). It is therefore likely

that the higher endogenous phosphorylation of pp46 and pp80 "
also represents higher activity of the kinase phosphorylating
these proteins.

As expected for endogenous PKC activity, addition of PS -"
stimulated the phosphorylation of both pp46 and protein Fl in P GCP
a dose-dependent manner; however, PS was only moderately 2
effective in increasing the phosphorylation ofpp80 and 80k (Fig. Ftgure 3. Enrichment of pp46 and pp8O in GCPs versus protein Fl
5). We have found 80k phosphorylation to be highly stimulated and 80k in P., and similar microheterogeneity in pp4 6 and protein Fl
by PS in a synaptosomal cytosol fraction (R. B. Nelson and A. from 2-dimensional silver-stained gels. P. fraction and GCPs were sep-
Routtenberg, unpublished observations), similar to Wu et al. arated by IEF-SDS as in Figure 2. Arrows indicate Fl in P, and pp46
(1982); however, these studies used soluble fractions separated in GCPs. Arrowhead indicates pp80 in GCPs. Staining of 80k in P2 was

below detection level. In both cases. 25 pg of total protein was loaded
from membrane, as did a report inding a large PS stimulation on the gels. Gels were stained as described in Materials and Methods.
of pp80 (Katz et al., 1985). We have also previously seen PS
inhibition of 80k phosphorylation in a membrane preparation
under the same conditions that protein FI phosphorylation was
stimulated (a 0.05 % TX- 100-containing P,' preparation; Nelson Discussion
and Routtenberg, 1985). It appears, then, that the presence or Activity of PKC has been implicated in both neurite outgrowth
absence of membrane elements, as well as the concentration of and in the persistence of LTP. In the present report, PKC sub-
detergent added, is cntical in determining relative stimulation strates were compared between a fraction of purified growth
ofprotein phosphoryla aon following addition ofphospholipids. cone particles from fetal rat brain (GCPs) and a synaptosome-
Dunng the course of these experiments, we also discovered that enriched fraction of hippocampal formation from adult rat brain.
the concentration of added detergent at which PS stimulation We detected 4 major phosphoproteins from GCPs having 32p_
of protein FI and pp46 is obtained is different between P, and incorporation levels at least 10-fold greater than other phos-
GCPs. At a 0.05% final concentration of TX-100, for example, phoproteins in the GCP fraction (Fig. 1). Of these 4 phospho-
phosphorylation ofpp46 was inhibited by added PS, while pro- proteins, the 3 termed pp80, pp4 6 , and pp4O (Katz et al., 1985;
tein F1 phosphorylation was stimulated. This discrepancy most lyman and Pfenninger, 1987) were all phosphorylated by ex-
likely reflects differences in the lipid environment of GCPs ver- ogenously added PKC, suggesting that PKC plays a central role
sus P2 since a high lipid-to-protein ratio has been found in GCP relative to other protein kinases in growth cone function. These
membranes (Sbaschnig-Agler et al., 1988). 3 phosphoproteins also appear to be the same as the 3 major

The second major PKC substrate, 80k, described here in both phorbol ester stimulated phosphoproteins in a primary neuronal
adult P2 and GCPs, is masked in adult P, by comigration on cell culture (Burgess et al., 1986).
1-dimensional gels with the major phosphoproteins synapsin Ia Although immunochemical and amino acid sequence data
and lb (see Fig. 1). In order to determine whether pl'osphoryla- are presently available only for protein F (Rosenthal et al.,
tion of 80k is also correlated with persistence of LTP (as pre- 1987), the present evidence strongly suggests that pp46 and
viously reported for protein Fi), we used 2-dimensional elec- pp80, the 2 highest endogenously phosphoryl'ted substrates de-
trophoresis CNEPHGE-SDS) tu bepaalt. "I ''ae" dorsal :c c, in ,C . 1,, arc adcndcal to p-l-- Il - U00k,
hippocampal proteins from 17 animals receiving high-frequency respectively, 2 acidic phosphoprotems in adult rat hippocampal
stimulation and determined incorporation into protein spots by formation. This identification is made on the basis of similar
liquid scintillation. The phosphorylation of both protein Fl and molecular mass, isoelectric point, charge heterogeneity, and
80k was directly correlated with persis:cnce ofLTP 13 min after 2-dimensional phosphopeptide mapping of these proteins when
the delivery of the potentiating stimulation (Fig. 6). Wl'en the examined in parallel in the same gel system. In addition, both
same samples were separated on I-dimensional gels by molec- proteins in GCPs responded similarly to their counterparts in
ulam mass alone, only the correlation of protein FI to persistence adult hippocampal P, with regard to phosphorylation by ex-
of LTP was detected (data not shown), in agreement with pre- ogenous PKC and in their response to :he addition of the en-
vious reports (Routtenberg et al., 1985; Lovinger et al., 1986). dogenous PKC stimulatois Ca2' .ad PS. Increased phosphor-
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Ftgure 4. Phosphopeptide maps of GCP and P2 proteins following limited proteolysis by S. aureus V8 protease. Endogenously labeled proteins
were harvested from 2-dimensional gels and were prepared for analysis on I- or 2-dimensional gels as described in Matenals and Methods. In each
case, a I-dimensional separation of phosphopeptides is shown in a lane at left, and a 2-dimensional NEPHGE-SDS separation of the same
phosphopeptides is shown at right: A. protein FI from P:; B. pp46 from GCPs; C. 80k from P.; D, pp80 from GCPs Autoradiographs are
representative of several comparisons.

ylation of pp46. ppgO. protein Fl. and 80k in the presence of been described previously (Albert et al., 1984; Schwantke and
PKC-stimulating phorbol esters has also been found (Hyman LePeuch, 1984; McDonald and Walsh, 1985). Interestingly, the
and Pfenninger, 1987; R..B. Nelson, D. J. Linden, and A. Rout- growth cone preparation required no such treatment for PKC
tenberg, unpublished observations), stimulation to be dose dependent, suggesting that the PKC in-

With regard to other kinase systems, a moderate stimulation hibitory factor is absent or present in much lower conceatrations
of pp46 phosphorylation (-20%) in the presence of exogenous in the growth cone preparation and may thus be develop-
calmodulin (CaM) and high Cal+ has been reported (Katz et al.. mentally regulated. The lack of this inhibitory factor may also
1985). In contrast to PKC, however, 3 Ca',/CaM-stimulated account in part for the high endogenous levels of PKC substrate
kinases tested to date have failed to phosphorylate purified pro- phosphorylation found in the growth cone preparation. Re-
tein Fl (Chan et al., 1986). It is possible, then, that the CaM cently, purified protein Fl has been shown to be a high-affinity
effect on F1/pp46 phosphorylatton does not occur directly substrate for purified PKC (Chan et al.. 1986), as has a purified
through a Ca2 iCaM-sumulated kinase. Addition ofcAMP does protein believed to be the same as 80k and pp8O (Wu et al..
not increase phosphorylation of pp46 or protein FI (Conway 1982; Blackshear et al., 1986). These findings strengthen the
and Routtenbei , 197 8. Ellis ct al., 19805), nor is pu*i protzn noti;on that ri /nPAA anti 80 p,8 are phySininawnl c"thtrnte

Fl phosphorylated by exogenous cAMP-dependent kinase (Chan for PKC.
et al., 1986). Protein Fl and pp46 were both stimulated by addition of PS

Phosphorylation of protein Fl, pp46, 80k, and pp8O could in the presence of low Cal+ and TX-100. but the percentage
all be stimulated in a dose-dependent manner by exogenous stimulation was higher for protein FI (Fig. 5). This may have
purified PKC (Table 1), however, this increase was dose depen- been due to the already high basal kinase activity found in
dent for the adult brain proteins only after a pH extract of P, growth cones, i.e., PS-stimulated kinase activity may be near
proteins was precipitated between 40 and 80% saturation with maximal activation. A related possibility is that pp46 might be
ammonium sulfate. This treatment removes a PKC inhibitory close to saturation with unlabeled phosphate groups, leading to
factor (Chan et al., 1985). Such PKC inhibitory factors have a lack of available unphosphorylated substrate during the in
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vitro assay. pp8O phosphorylation and 80k were only moderately 300
stimulated by addition of PS in the current study (Fig. 5B). 2
Although both of these proteins have been strongly stimulated 8 2 Fl
by addition of PS in previous studies (Wu et al., 1982; Katz et " 0
al.. 1985; R. B. Nelson and A. Routtenberg, unpublished ob-
servations), those studies measured 80k and pp8O phosphoryla-15
tion in soluble fractions with no membrane present, in contrast .

to the present study. Since PS itself is a membrane component, .
it is likely that the presence of other membrane elements in the C. so-
phosphorylation assay make PS of limited use in showing quan-
titative stimulation of PKC in membrane-containing samples. o.,

Using quantitative analysis of 2-dimensional gels, we found 0 6.2S 12.5 2S so

in the present study that the in vitro phosphorylation of 80k in A PS concenttion (ugri
adult dorsal hippocampus was directly correlated to the persis-
tence over 10 min of LTP induced in vivo (Fig. 6). This exper-
iment also replicated a direct correlation of protein Fl with the
persistence of LTP. When the same experimental samples were 0 o
separated by I-dimensional SDS-PAGE alone, only the corre- 250. 13 mo
lation of protein Fl to persistence of LTP was detectable, in- SOkoa
dicating that the effect on 80k is masked by its comigration with 200
the major phosphoprotein doublet found in adult brain. syn- .
apsin la and lb. 150-

These results indicate, first, that protein Fl is not unique . 00
among PKC substrates in being correlated with persistence of
LTP and, instead. suggest that the neural PKC system is in- so
portant for relating PKC activity to adult synaptic plasticity.
Because recent reports indicate that changes in PKC activity are 0
a cause, rather than a consequence, of changes in persistence in 0 6.25 12.5 25 50

LTP (Routtenberg et al., 1986; Linden et al., 1987; Lovinger et B PS concentration (uglml)

al., 1987), determining the functional roles of these different
neural PKC substrates is now a key question in understanding Figure 5. Effects ofexogenous PS on IP incorporation into (A) protein

FI and pp46 and (B) 80 kDa and pp8O. Aliquots from a common sourcethe biochemical mechanisms underlying LTP. (P, or GCPs) were incubated on ice in the presence of 0.15% TX-100
The phosphorylation of protein F1/pp46 and 80k/pp8O par- for 10 mi. Duplicate samples were incubated with increasing concen-

alleled each other in the present study both with regard to their trations of PS as indicated. Final reaction conditions were the same as
relationship to persistence of LTP and their enrichment in GCPs. in Figure 1 except that samples contained a final concentration of 0.075%
Previously, both proteins were also shown to exhibit gradients TX-100. Labeled proteins were excised from 2-dimensional gels using

the autoradiograph as a guide and counted for radioactive phosphate
of 11P incorporation along the occipitotemporal visual process- as described in Materials and Methods. Comparison sho%s the per-
ing pathwiy in rhesus monkey cerebral cortex (Nelson et al.. centage of stimulation from control levels. Each value is an average of
1987). These gradients peak in medial temporal areas important 2 determinations.
for storage of visual recognition memory.

There are also contrasts in the characteristics of protein FI/ al., 1987). whereas protein Fl 'pp46 does not appear to have
pp46 versus 80k/pp8O, in which 80k/ppS0 behaves as both an this posttranslational modification.
integral membrane protein and a soluble protein during sub- Fl,'pp46 and 80k/pp8O were moderately labeled proteins
cellular fractionation (Albert et al., 1986), whereas protein FI/ among 20 or more major phosphoproteins detected in adult
pp46 has only been found in membrane-associated fractions hippocampus, but were the 2 highest endogenously labeled
(Zwiers et al., 1980, Skene and Willard, 198 lc, Katz et al., 1985, phosphoproteins detected in the growth cone-enriched prepa-
Nelson and Routtenberg, 1985, Simkowitz et al., 1989). More- ration(Fig. 1). Itisintriguingto askwhat role these majorgrowth
over, protein FI, pp46, as the B-50 protein (Gispen et al.. 1986). cone phosphoproteins might have in the neuropil of mature
is thought to be brain-specific and presynaptically localized CNS. Since the phosphorylation of both of these proteins is
(Knstjansson et al., 1982; Gispen et al.. 1985), while 80k.'pp80 related to persistence of LTP (Fig. 6). one hypothesis is that
appears to have a widespread distribution among tissues and adult neural plasticity as modelled by LTP may involve mo-
species (Albert et al.. 1986), similar to that of PKC (Kuo et al.. leculat mechanisms employed during nervous system devel-
1980). Protein Flpp46 has recently been coidentified with opment. i.e., neunte growth. If such were the case, the appear-
GAP439 (Skene and Willard, 1981a-c; Benowitz and Lewis, ance of LTP might requir., fither restructuring of adult synapse
1983; Meir et al., 1986; Snipes et al., 1987), a protein whose or possibly terminal sprouting and the formation of new syn-
synthesis is greatly increased following nerve crush or axotomy. apses (Routtenberg, 1985, 1986; Pfenninger, 1986, Pfenninger
No such changes in synthesis during regeneration have been et al., 1986). Changes in synapse morphology of hippocanipal
reported for 80k, pp80. Finally, 80k/pp8O was recently reported neurons following induction of I.TP has been obsrved (Lee et
to be covalently bound to myristic acid (Perrone-Bizzozero cet al.. 1980; Desmond and Levy, 1983, Greenough, 1984). Such

a model of neural plasticity was proposed as a basis for infor-
Both GAP43 and B-50 have been reported to be present in punried gTovith mation storage several decades ago (Hebb. 1949).

cone preparations (De Graan et al., 1985; Meir et al., 1986; Skent ct al.. 1986). The present findings make it attractive to pro'ose that e com-
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Figure 6. Scatterplots comparing in vitro phosphorylation of protein Fl/pp46 and 80k/pp8O in adult rat dorsal hippocampal formation with
persistence of initial potentiation remaining in the population spike amplitude after 10 min. The units on the abscissa are cpm x 10, while the
percentage on the ordinate is a measure of persistence of spike amplitude: e.g., 100% would mean the increase in spike amplitude following high-
frequency stimulation did not change from 3 to 13 mm, 200% would mean the increase in spike zmplitude doubled over that time, and 0% would
mean the increase in spike amplitude decayed back to the prestimulation baseline during that time. Each point is denved from an individual test
animal. I:P-labeled proteins from each of 17 LTP test animals were separated by NEPHGE-SDS, excised from the gels, and then counted by liquid
scintillation (see Materials and Methods). The reaction with y,-':P-ATP is described in Materials and Methods. The final reaction volume was 40
pt containing I mg/ml protein, 5 gM ,-1'P-ATP (100 LCi), 30 mm potassium phosphate (pH 7.1), 2 mm Mgl ", 1 mm EDTA, and I mm DTT.

mon molecular mechanism-involving Fl/pp46, 80k/pp80, and (1977) Peptide mapping by limited proteolysis in sodium dodecyl
PKC-may underlie both normal neurite growth in developing sulfate and analysis by gel electrophoresis. J. Biol. Chem. 252: 1102-
brain and neural plasticity of adult synapses. 1106.

Conway, R. G., and A. Routtenberg (1978) Endogenous phosphoryla-
tion in vitro: Selective effects of sacrifice methods on electrophoret-
ically separated protein bands. Brain Res. 139: 366-373.
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Question 1 (continued).

Psychology 499: Thesis credit. An in-depth survey of visual issues in
spatial disorientation was conducted with particular emphasis on aviation. A
series of research questions has been developed from this review from which my
dissertation proposal will be drawn.
Grade Received: Satisfactory.

Question 2.

I spent a large amount of time during the Spring semester examining
visual issues in spatial disorientation. I have outlined several research
questions to examine in may dissertation. These include the effects of visual
field size, scene quality, presence versus absence of aircraft framing cues,
and the use of HUDs in spatial disorientation in a pursuit flying task.
Differences in perceived orientation for active versus passive observers will
also be examined. The variables to be studied have importance both in
addressing theoretical issues in the study of human orientation as well as
having direct application to aviation and flight simulation. Dr. G. J.
Andersen will advise me for this study. My dissertation proposal will be
prepared during the Summer session.

The study of error responses by pilots, drivers, and computer operators
was completed. This study demonstrated that interesting, and somewhat
counterintuitive consistencies exist in the pattern of errors made by users of
different complex systems. The study was presented by Dr. Flach as a paper at
the Fifth Symposium on Aviation Psychology, where it was well received.

A third area of research involved the continued development of the study
of altitude control over changing ground surface elevation begun last summer
at AAMRL, WPAFB. Changes in program design have led to improvements in frame
rate and data collection accuracy, allowing for finer-grained frequency
analysis.

A final area of research was in assisting John Flach and Brent Hagen in
the completion of a study of visual sources of optical information for
altitude control. This study is currently being prepared for submission for
publication.

Question 3.

Dr. Warren and I maintain periodic contact by phone to keep abreast of
developments in one another's research. I also had the opportunity to talk
with Dr. Warren and several of his colleagues from AAMRL at the Symposium of
Aviation Psychology in May. The possibility of future cooperative work with
Dr. Warren to be conducted at Illinois has also been discussed.

The paper "Sources of optical information useful for the perception of
rectilinear self-motion" written by myself and Dr. John Flach has been

77 _ .Fi1.



accepted for publication by the Journal 2f EgJerimental Psychology: Human
Perce~tion ad Performance. The paper is expected to appear in the journal
around May 1990. This paper is an abbreviated version of my masters thesis.

1



CONCURRENCE FORM

The Armstrong Aerospace Medical Research Laboratory requests the
continuation of the AFOSR fellowship for Mr.John F. Larish, studying
Engineering Psychology at University of Illinois at Urbana-Champaign.

Give a brief statement of laboratory and/or Mr. Rick Warren's (fellow's
mentor) involvement with Mr. John F. Larish.

I

IChief Scets Da e Mentor Date

AAMRL/HEF

,WPAFB OH 45433-6573

I

ii' S -789-000-004

I~OT
IT



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. John Larish Semester: Fall 1988

University: University of Illinois Subcontract: S-789-000-004

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

ME 497B: Human Error in Complex Systems. Instructor: Dr. N. Moray. This course
examined the study of human error and models of error involving human operators
in complex systems. (Note : Last required course.)

Grade received: A

PSYCH 499: Thesis credit. Most work this semester went towards studying for the
qualifying exams and preliminary development of dissertation topic.

Grade received: Satisfactory

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

see attached sheet

3. Give brief statement of your involvement with the Armstrong Aerospace
Medical Research Laboratory Laboratory and Dr. Rik Warren.

see attached sheet

"I certify that all information stated is correct and complete."

I'tuFls o-1 ship,,-- ipient

John F. Larish

TYPED NAME/FELLOWSHIP RECIPIENT

2094t

X- AZ777- -7



CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. John Larish is making satisfactory academic progress
toward a Ph.D. in the area of Engineering Psychology in the discipline of
Engineerin Psychology for the Fall 1988 semester."

Dr. John M. Flach, Assistant Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

2094t

I

U~~., ,

...I ... ;



Question 2.

Progress towards graduation took place in three areas during the Fall
1989 semester. I successfully passed the qualifying examination. This
involved completing a two part written examination prepared by a committee of
four faculty members and is tailored to the interests of individual students.
The which I read for were visual perception, manual control, human performance

models, and multi-operator interaction, specifically in the context of the
cockpit.

I also began to research potential dissertation topics with the goal of
preparing and defending my proposal by the end of the Summer. My dissertation
will probably involve visual issues in spatial disorientation.

The mechanical engineering course listed in Question 1 was the final
required course and completed my minor. From this point, any classes will
simply be things I am interested in taking or think I should learn about.

Three different research projects were in progress during the Fall
semester. First, my masters research is currently submitted for publication
to the Journal of Experimental Psychology: Human Perception and Performance.
It has undergone several revisions and a final decision is expected from the
editor in the late Spring.

The survey of pilot error that was in begun in 1987 in association with
John Flach and Lisa Weinstein has been analyzed and has been accepted for
presentation at the Fifth Symposium on Aviation Psychology. Data collection,
both for errors involving aircraft as well as other technical systems
(computers, automobiles) will continue in the Spring.

Programming was also developed during the fall for an experiment to study
control of altitude over changing ground surface texture and elevation. This
study is an extension of work begun at AAMRL, WPAFB during the 1988 Summer
GSRP program. Subject running is expected to begin in the Spring of 1989.

Question 3.

During the Fall semester I was frequently in contact with Dr. Warren. We
spoke on the phone periodically so we could compare notes on our respective
research projects and to exchange ideas. This has proved extremely helpful to
me in developing new directions for research.

In September, I accompanied Dr. Warren to the AFOSR Cognitive Review,
held at the Air Force Academy. This allowed me the opportunity to meet many
highly respected psychologists who are currently conducting research for the
Air Force in a relatively informal setting and to hear about their work. This
was an excellent opportunity, and it was very generous of Dr. Warren to
arrange permission for me to attend. The meeting also allowed us to meet in
person and to discuss ideas in more detail than is possible by telephone. I
have found such periodic meeting with Dr. Warren to be very beneficial to me
and are something that should be encouraged for all graduate fellows and their
mentors.
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The Measurement of Travel Times for Tomography

LIND& FR AND THOMAS H. JORDAN
Department of Earth, Atmospheric, and Planetary Sciences,
Massachusetts Institute of Technology, Cambridge, MA 02139

Although the inversion of travel times by tomographic methods is
leading to new insights into the deep structure of the earth, the
resolution of tomographic data sets based on direct P or S
arrivals is limited by the sparse and heterogeneous distribution of
seismic sources and receivers. To improve this resolution, we
have developed a very general methodology for obtaining the
travel times of complex, dispersed wave groups not easily
measured by standard techniques, one that takes advantage of
our ability to compute realistic synthetic seismograms. To
isolate a particular wavegroup, we construct the corresponding
synthetic seismogram from a reference earth model, compute its
cross-correlation with the observed seismogram, and window
this correlation function in the time domain. We recover
estimates of the differential phase and amplitude at a discrete
set of center frequencies { : i = 1, ... , NJ by applying a set of
narrow-band filters to the windowed cross-correlation function.
In the vicinity of ow, the observed wavegroup is related to the
synthetic wavegrcup through a differential response operator that
can be parameterized in terms of a differential phase delay
Arp(o), a differential group delay Arg(wi), and a differential
attenuation Ara(wi). It can be shown that the filtered cross-
correlation function is approximated by E(t) cos(0), where E(t)
is a Gaussian depending on the filter bandwidths, the window
parameters, and Air, and 0(t) is a function of Arp, Ag, and Ara,
as well as the filter and window parameters. In our procedure,
we solve for Arp, Arg, and Ara by fitting this theoretical
expression to the observed cross-correlation function. The
parameters are then inverted for earth structure using
conventional techniques. The method and its extensions account
for the complications of caustic phase shifts, interferences among
multiple arrivals, dispersion, attenuation, and differences in
polarization. We illustrate these procedures using GDSN data
for a variety of Eurasia-crossing paths.
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NEW DATA PROCESSING TECHNIQUES FOR SEI3MOLOGICAL STUDIES
OF EARTH STRUCTURE

LIND S. GEE AND THOMAS H. JORDAN

Department of Earth, Atmospheric and Planetary Sciences
Massachusetts Institute of Technology

Cambridge, MA 02139

ABSTRACT

We have formulated a new set of waveform-analysis procedures to recover phase and
amplitude information from seismograms. The new procedures have a number of advantages
over existing techniques, and they appear to be capable of making fundamentally new
observations about the structure of the earth's interior. We have used them to measure the
travel times and quality factors of body waves, including those imbedded in the complex
wavetrains, as well as the dispersion and attenuation of surface waves, including higher
modes. In particular, we have applied these techniques to three-component seismograms to
investigate the structure of the Eurasian upper mantle.
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INTRODUCTION

Seismograms recorded by global networks following large earthquakes contain a vast
quantity of information about the details of earth structure. A major focus of seismological
research concerns methods for extracting this information, understanding its implications, and
using it to refine structural models. By employing a series of techniques developed over the
last decade, seismologists have made spectacular progress in elucidating the three-
dimensional structural variations associated with boundary layers and internal dynamics of
the mantle and core (e.g., Dziewonski et al., 1977; Masters et al., 1982; Clayton and Comer,
1983; Dziewonski, 1984; Woodhouse and Dziewonski, 1984; Nataf et al., 1984, 1986; Hager
et al., 1985; Creager and Jordan, 1986a,b; Ritzwoller et al., 1986; Dziewonski and
Woodhouse, 1987; Jordan et al., 1988]. Only a small fraction of the information available from
existing data has been used for this purpose, however, and many important geophysical
questions related to the details of earth structure remain unanswered. What is the fine
structure of the inner core-outer core transition, the core-mantle boundary, and the mid-mantle
transition zone? What are the spectra of lateral heterogeneity at these interfaces, how are
they correlated, and how do they differ from the spectra at other levels? What seismological
structures are diagnostic of the modulation of mantle convection by chemical, phase and/or
viscosity variations within the transition zone? To what degree are the deep-seated thermal
and chemical structures of the surficial boundary layers correlated with shallow crustal
structures? What aspects of seismic-wave anisotropy are related to present-day mantle
flow? Does the near-surface anisotropy of the sub-continental mantle reflect structures
frozen into the plates during deformation events in the distant geological past? Is inner-core
anisotropy associated with frozen-in structure or active convection?

The continued application of existing techniques to an ever growing catalog of digitally
recorded seismograms will no doubt allow seismologists to make further progress on these
problems. However, we believe this progress can be greatly accelerated by the introduction
of techniques that take advantage of improving capabilities, especially the ever-increasing
speed with which large machines can perform signal processing, seismogram synthesis, and
inversion calculations. As part of the DARPA-sponsored program in test-ban treaty
verification, we have developed an approach to extracting structural information from the
seismogram that is novel and promises to deliver fundamentally new constraints on earth
structure.

We have formulated a new set of waveform-analysis procedures to recover phase and

amplitude information from seismograms. These procedures have a number of advantages
over existing methods. Like waveform-inversion techniques, they make use of our ability to
compute synthetic seismograms from realistic earth models, and they provide a uniform
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methodology for inverting body-wave, surface-wave, and other types of wave groups from
three-component data. Unlike waveform-inversion techniques, whose "black-box" character
can make interpretation difficult, they isolate from the seismogram time-like quantities that
correspond to well-defined scalar-valued functionals of earth structure: phase delays, group
delays, attenuation times, and their generalizations. An inversion of these quantities for
earth structure (1-D, 2-D or 3-D) can thus be accomplished in a separate step using standard
perturbation techniques. By separating the measurement of data functionals from the
inversion of the data for earth structure, we facilitate the assessment of the significance and
robustness of the measurements, and we allow a variety of model parameterizations and
inversion schemes to be compared.

We have implemented these waveform-analysis procedures on the Geophysical

Computing System at MIT and have demonstrated that they are capable of making
fundamentally new observations about the structure of the earth's deep interior. We have
used them to measure the travel times and quality factors of body waves, including those
imbedded in the complex wavetrains, as well as the dispersion and attenuation of surface
waves, including higher modes. In particular, we have made observations of large-magnitude
(-10 s) shear-wave splitting in multiply reflected S waves propagating across the stable
continental platforms of Eurasia.
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TECHNICAL DISCUSSION

A seismogram s(t) can be represented as a sum over waveforms (un(t) n = 1, 2, ... }:

s~t) = i un(t)()

n=0

The seismologist may choose a particular element un(t) to be a body-wave pulse, a surface-

wave group, or any other convenient representation of the seismic wavetrain (Aid and

Richards, 1980]. The classical approach is to separate the process of measuring waveform

properties from the process of inverting for earth structure. Discrete body-wave arrivals are

identified and their travel times and attenuation factors are determined; surface-wave groups

are isolated and their dispersion and attenuation properties are measured. These data are

then inverted for an earth model whose parameterization is sufficiently complete zo explain

the observed variations. If a sufficiently good starting model is available, the latter step can

be accomplished using a perturbation theory based on the variational principles of Fermat and

Rayleigh (Figure 1).

Data
Functionals

M Travel Timese 
n0

n
v Earth Models

Seismograms - e er *Dispersion Curves -r

3 $Il77X

i 0 _________e °
n Quality Factors

Fimire 1. "Classical" seismological methodology breaks the problem of determining earth
structure into two parts: (1) the measurement of well-defined data functionals--e.g., the travel
times of body phases; phase and group velocities of surface waves--and (2) the inversion of these
data for earth models.
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A problem with this approach concerns the various wave effects that complicate the
measurement of individual wave groups. In the case of body-wave travel times, these include
caustic phase shifts, diffraction effects, and the physical dispersion associated with
attenuation. In the case of surface-wave dispersion, they involve source-related phase shifts
and the problems associated with isolating individual modes. Indeed, for portions of the
seismogram where many wave groups arrive simultaneously, the waveforms cannot generally
be resolved into either individual body waves or surface waves, and the classical
measurement schemes that rely on waveform isolation can fail to produce reliable results.
Techniques based on frequency-wavenumber filtering have been used to separate interfering
surface waves [Nolet, 1975, 1977; Cara, 1979; Cara et al., 1980], but they generally require
large-aperture arrays of seismometers not common in global studies of earth structure.

Many of these difficulties can be avoided by inverting the complete seismogram directly
for earth structure. In the ideal situation where the entire wavefield is recorded by a spatially
dense set of receivers from a spatially dense set of sources, powerful nonlinear inversion
techniques can be applied to recover an image of the three-dimensional structure [A.
Tarantola, personal communication, 1988]. Although the collection of these sorts of ideal
data sets can be approached in exploration seismology, where the effort und resources
concentrated on imaging small volumes of the earth are high, the data sets available to global
seismology are limited by the distribution of large-magnitude sources, primarily earthquakes,
and the sparse distribution of stations, especially those with high-quality, digitally recording
seismometers. In this situation, fully nonlinear methods cannot be applied because the
solution manifolds have multiple minima, and we are forced to linearize the problem by
assuming the solution to the waveform-inversion problem is in some sense close to a chosen
reference earth structure.

Theoretical and computational advances over the last two decades now permit the
routine calculation of synthetic seismograms Y(t) using a variety of waveform
representations. As in the case of equation (1), a seismogram computed from a reference
earth model m0 can be written as a sum over synthetic waveforms ( i'(t) }:

NI " t) (2)
n=0

although the number of elements in the sum, N, must necessarily be finite. Synthetic
seismograms accurately model wave propagation through realistic earth structures, as well
as source excitation effects. Most waveform-inversion algorithms [e.g., Lerner-Lam and
Jordan, 1983, 1987; Dziewonski and Steim, 1983; Woodhouse and Dziewonski, 1984]
subtract synthetic seismograms computed for the reference structure from the observed time
series to form differential seismograms that are then inverted for a structural perturbation
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using first-order perturbation theory (Figure 2). This linearized inverse problem thus takes
the form

G 8m = 8s (3)

where 8s is a vector containing the differential time series, 8m is the model perturbation, and

G is a matrix of partial derivatives.

Sismograms --- WaveformInversion)--+ Earth Models

S ynthetics

Figure 2. The more modem methodology of waveform inversion computes the differences
between the observed seismograms and synthetic seismograms and inverts these differential
seismograms directly for earth structure.

The primary problem with waveform inversion is its "black-box" character it is difficult to
evaluate exactly what features on the seismograms are being used to determine what
features of the earth model. Waveform inversion allows more information on the seismogram
to be used in constraining earth structure, but the information is of uneven quality. Amplitude

and phase information gets all mixed up, so understanding the robustness of the solution to
departures from the modeling assumptions (which are usually incomplete with respect to
first-order amplitude perturbations) is often impossible. Moreover, the results can be very
sensitive to how the data are weighted, and the resolving power of any particular data set is
hard to assess. For example, it is not easy for a seismologist to know how much of the
residual contained in a differential seismogram is ascribable to a one-dimensional path-
averaged perturbation, as opposed to two- or three-dimensional along-path and off-path
perturbations.

For the last several years, one goal of our research program has been to improve
automated. A techniques for recover;n information from seismograms. nhur firct effnrts were

directed at developing waveform-inversion algorithms [Lemer-Lam and Jordan, 1983, 1987].
In particular, we introduced matched-filtering techniques that isolated higher-mode
information prior to inversion and thus facilitated the understanding of what information on the

seismograms is most significant in constraining the solution. We used our ability to
manipulate this information to set up various weighting schemes and investigated how they
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affected the resolving power of the waveform data (Gee et al., 1985]. By applying these
techniques to a series of paths crossing the western Pacific Ocean and the Eurasian
continent, we were able to demonstrate that the higher-mode data are inconsistent with
models that confine continent-ocean heterogeneity to depths less than about 220 km [Lerner-
Lain and Jordan, 1987].

We have recently developed a new set of techniques for extracting information from the
seismogram, which are as yet unpublished although several papers are in the final stages of
preparation. Like the waveform-inversion method of Lerner-Larn and Jordan [1983], they
make use of the cross-correlation between waveform synthetics and the observed
seismograms to isolate structural information. However, the way this information is
recovered from the seismogram and then inverted for earth models is very different (Figure
3).

Data
Functionals

M
e A
1 l P l n

3 V Earth ModelsSeismograms
r r
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a

Figure 3. The methodology discussed in this proposal combines the advantages of the classical
approach with those of waveform inversion. Measurements of time-like data functionals are
made using synthetic seismograms to account for wave effects; e.g., caustic phase shifts,
dispersion, and diffraction. These data are subsequently inverted for earth models. By separating
the measurement process from the inversion process, the significance of the data and the
robustness of the modeling can be more easily assessed than in a one-step, "black-box" waveform
inversion scheme. The technique provides a uniform methodology for inverting body-wave,
surface-wave, and other types of wave groups from three-component data. For the definitions of
the data functionals Ap, Ag, -- . ........uai- (/13).

Our technique is best described in the context of a simple numerical experiment.
Consider the two continental structures illustrated in Figure 4: SNA, a model of stable
North America which Grand and Helmberger [1984] derived by fitting SH-polarized

7- "77 77
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The specific problem we pose is to estimate the Love-wave dispersion of SNA using EU2 as a
reference model.

5.2

Q) /

- 5.0E,
E SNA

4.8 -

0

-

4.6

EU2

4.2-

0 100 200 300 400

Depth (km)

Figure 4. Shear velocity as a function of depth for continental upper mantle models EU2 (Lerner-
Lam and Jordan, 19871 and SNA (Grand and Helmberger, 1984). SNA (dashed line) was derived
from fitting multiply reflected SH-polarized waveforms for stable North America paths; EU2 (solid
line) was derived from waveform inversion of fundamental Rayleigh waves and PSV-polarized
higher modes for northern Eurasia. SNA has significantly higher velocities than EU2 in the upper
400 km: the discrepancy between these models is due in part to path differences and in part to
strong polarization anisotropy in the upper mantle (Lemer-Latm and Jordan, 1987; Gee and Jordan,
1988].
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The basis for our waveform-analysis method is the construction of an "isolation filter"

7(0, which we define as a weighted sum over synthetic waveforms:

N

f(t) = a .u(t) (4)
n--O

For standard measurements of surface-wave dispersion and body-wave travel times, we

usually take the coefficients a,, to be zero for all but one value of n; i.e., we choose the

isolation filter to be the waveform of interest. In the case of the problem posed above,

therefore, r(t) is simply the fundamental-mode Love wave, which we calculate from the

reference model EU2. Examples of transverse-component synthetics corresponding to an

earthquake in Kamchatka (83/08/17, h = 77 kin) recorded at the ASRO station KONO in

Norway (A = 630) are plotted in Figure 5a.

The autocorrelation function of 7(t) is defined by

Cf7t) = f (t) f(t) sf(r)jer+ t) dr (5)

CT(t) is a symmetric function peaked at zero lag (Figure 5b) whose real-valued Fourier

spectrum CTf(e)) is the squared modulus of the complex Fourier spectrum '(o)). Before

proceeding further, it will be useful to develop the properties of this autocorrelation function in

terms of a set of special functions known as Hermite functions, which are defined to be the

product of an unnormalized Gaussian, G(x) = exp(-x 2/2), and a Hermite polynomial of

degree k, Hek(x) [Szeg6, 1959]. These functions play an important role in the theory that

underlies our method. We expand the spectrum on the positive o)-axis in terms of Hermite

functions:

C (o)) H(o)) = G(.'-. ) Xfk Hek(? ) (6)
f _ f

In this expression, H(.) is the Heaviside step function. Hermite polynomials are defined by

the expression

He,(x) = k (-1)/  k-)
j=0 2'j! (k-2j)!

:+ I " " "
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Sansone [1959] and Szegd [1959] give further definitions and properties; in particular, on the
interval (.ooo) the functions (Hek(x) : k = 0, 1, 2, ...) are complete and orthogonal with
respect to the Gaussian weight G(x). The coefficients in (6) are given by

Ak f C J(w) He(2J2-Cdo) (8)

An expansion of CT~w) in terms of Hermite functions has two advantages. First, the
convenient Fourier-transform properties of Hermite functions [Szegd, 1959] yield a simple
series expression for its time-domain image:

C (t) = F2ka ~ft (, '+ t .. )CsO

(f IOf't -f 3 a t + f 5 at si.)nao),] (9)

Second, because Cyy(o) is expected to be peaked in the pass-band of the instrument
response, (9) can usually be approximated by its first few terms. We can always choose the
location parameter w such that f1 = 0, and the scale parameter af such that f2 = 0.
Therefore, if terms of third and higher order can be neglected, then we obtain the standard
"wave-packet" approximation [e.g., Bracewell, 1978]:

C/()= Et) cos 0(t) (10)

where E(t) = N nfo ar G(af t) and 0(t) = wf t. In other words, the autocorrelation
function of the isolation filter can be represented as a cosinusoidal "carrier" modulated by a
Gaussian "envelope". The carrier frequency is the center frequency of the response, pf, and
the half-width of the envelope is the inverse of the half-bandwidth, a. Because equation (10)
corresponds to taking the spectrum C7T(w) to be a Gaussian with Cr/<< a)f, we refer to it as
the "Gaussian narrow-band approximation".

Figure 5b shows the good agreement between the actual autocorrelation function

computed for the ASRO response to the Love wave (solid line) and that obtained from the
narrow-band approximation (dotted line). In this comparison, the parameters of the Gaussian
were computed from the first three polynomial moments of the spectrum.

Now consider the cross-correlation between the isolation filter and the complete

synthetic seismogram, Cs(t) = f(t) 0 F(t), and the cross-correlation between the
isolation filter and the observed seismogram, C7s(t) = r(t) 0 s(t). If the isolation filter
corresponds to a single waveform that is reasonably well separated from other energy on the

7!"K
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seismogram, then Cy7(t) will closely approximate C-q(t) near zero lag. Figure 5b shows that
this is indeed the case for our Love-wave example. Ct), on the other hand, will not be the
same as CTf(t) because of differences in propagation, which we hope to measure, as well as
differences between the actual and assumed source mechanisms, which we ignore, at least

for the present discussion. (In practice, we have generally found the Harvard CMT solutions
to be adequate for the sorts of modeling we propose here; when they are not, we have the
capability to determine our own moment-tensor solutions.) We suppose the actual waveform
f has a spectrum that is related to the synthetic . by a differential response operator D:

f(o) = D(co)7(o) (11)

We write the differential response in the form D(co) = Do eW41, where Do is a real-valued
constant, x is the propagation distance, and Ak(w) k(O) - E(o) is the complex-valued
differential wavenumber. We expand the latter in a Taylor series about the center frequency

Ak(w) = Ak(wo) + (o) k'(w) 2 Ak"(w + (12)

If the differential dispersion is sufficiently weak across the band ±f ± f, then we can neglect

terms of order higher than the first, and (12) becomes

Ak(o) = x [ AT(wo) + (o)- o}) A?(o.) + i()o - wf) A a] (13)

Ar:p(w ) is the differential phase delay at the center frequencyaof; Arg(o f) is the differential
group delay; and Ara(Cof) is a differential amplitude factor. In the case where the differential
amplitude is due solely to attenuation, Ara(wfj) is the difference between the actual and
reference values of t*, defined to be the travel time divided by twice the quality factor Q.

Under the linear dispersion approximation (13) we can obtain closed-form expressions for
the coefficients of a complete Hermite-function expansion of C 1(t). Since the expressions are
fairly complicated, we do not reproduce them here. Instead, we give explicit formulae for the

Gaussian narrow-band approximation, C1j(t) = E(t) cosO(t):

OW .~f f & G (-A ) (14b)
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7(t) Figure 5a. Transverse component synthetic

seismograms calculated from models EU2 and SNA
for a Kamchatka event (83/08/18, h=/7km) recorded
at the ASRO station KONO. 1(t) is the seimogram
calculated from EU2; s(t) is the seismogram
calculated from SNA. T(t) is the isolation filter for

sMt the Love wave, calculated from EU2. All three

mode summation and are complete to 50 mHz. For
() and s(t), this represents a sum of over 16000

modes; for (t) a sum over 500 modes.

20 25 35 40

3 Time (main)

Figure 5b. CTQ). C77Q). and C7,() calculated from
the seismograms in Figure Sa. CMI() is a symmetric
function, peaked at zero lag. The dotted line is theC11() ,Gaussian nan.w-band appximation to C77 ) = E(t)
cos.t (equation 10); in this example, wf Is 23
mHz-and is 6.2 m-z. The Gaussian narow.bandapproximation Is valid near zero lag . If the waveform

.... V d
of Interest is. Isolated In the time domain, then Cjr(t)

Q-0t) M -C77(t) near zero lag, which is the case in this
example. However, Cs(t) will not in general be the
same as C7(t) due to differences in propagation,
which we hope to measure, as well as differences in
actual and assumed source mechanisms, which we

,, .. -" presently ignore.
* -300 -200 -100 0 100 200. 300

Lag Time (sec)

FWCp(f) 4
Figure 5c. Comparisons between the calculated
filtered windowed cross-correlation functions
FjWC7'(t), FjWC77(t), and F jWCs(t), given by the
solid line, and the functions obtained by fitting the

FWCty(1) • 1 1 \AAV analytic expressions for the Gaussian approximationA for a filter with a center frequency of 25mHz and" -bandwidth of 2.5 mHz, given by the dotted line. Thefit of the Gaussian approximation to the observed
values, which is excellent, determines the values of

FWQy,() ' ~ 1,, Arg?, andAr? (equation 13).
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Lea Time (sec) ,.



1 14

I
It is possible to fit the narrow-band expression to the observed function C7 (t) and thereby
determine the values of Arp(of ), A'g(of), and ACa(O)f ). For the case at hand, however, the

results are poor, primarily because the differential dispersion is sufficiently strong that
equation (13) does not provide an adequate approximation across the entire bandwidth of the
ASRO instrument response.

We could, of course, pre-filter the seismograms in narrow bands of our choosing and thus
enforce the weak-dispersion approximation, but this spreads the energy over the time series
and increases the interference with other waveforms. For this reason, we include two3 additional steps in our processing: (1) We first apply a Hanning taper of half-width 0- -

centered at a reference time t, to the cross-correlation function, yielding a windowed cross-
correlation function WC-,(t). (2) We then apply toWC-(t) a series of narrow-band filters

{F : i = 1, ... , I}with varying center frequencies oi and half-bandwidths ai < < wi, yielding
the filtered, windowed cross-correlation functions FjWC?,(t). Windowing the broad-band
correlation function prior to narrow-band filtering allows the full bandwidth to be used to

separate the waveform of interest from other interferring arrivals. This procedure has been
previously employed in residual-dispersion and phase-matched filtering analysis [Dziewonski
et al., 1972; Herrin and Goforth, 1977, 1986], to which our techniques are closely related.

We have obtained closed-form formulae for the Hermite-function coefficients that allow

each FiWC7$(t) to be computed to arbitrary accuracy, but even the equations for the
Gaussian approximation are sufficiently complicated that we do not give them here. These
expressions depend upon a number of quantities that are either known (the four parameters
tw,, ow, w , and 0-) or can be determined by fitting the Gaussian expressions to the synthetic

autocorrelation function (the parameters wf and af), and three quantities that depend on the
differential response (the observables At,(o'i), AZrg(W'j), and AZra(W)'i)). The latter are
functions of the effective center frequency

2 + 2 2

I f w +

and can be estimated by fitting the Gaussian approximation to the observed time series
FiWC73(t).

* Figure 5c displays the results of this wavefoan-anaiysis procedure to our Love-wave
example. The fit obtained is excellent, and the phase and group delays recovered from it are
close to the theoretical values (the attenuation structure was not perturbed). The results for
center frequencies varying from 13 to 42 mHz for both Love and Rayleigh waves from thisg single station are plotted against the theoretical values in Figure 6. Additional synthetic

I
-. -
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tests have been done to assess the performance of the method in recovering body-wave
travel times, including times from triplicated branches, and quality factors (see Figure 7).
Formal errors in the observed times are easily derived from the waveform fits, and we will

include this uncertainty analysis into our automated procedures.

The observables ALrp, Ar5, and ATa are functionals of earth structure. In the case where
die isolation filter J(t) is a single waveform, the Fr~chet kernels are known [Aki and
Richards, 1980]. Hence, once they have been measured and their uncertainties determined
as a function of frequency (and source-receiver position) by fitting the Gaussian narrow-band
expressions to FiWCy-f(t), they are easily inverted for structural models using standard
linearized methods. If the interference by other waveforms is not severe, this inversion can
be accomplished independently of the measurement. If the interference is significant, so that
C-f](t) is not a good approximation to CT,(t) near zero lag, then we can correct the
measurements by the values of the parameters determined from FiWCy(t). If it is really
severe, so that these corrections are themselves inaccurate, then it may be necessary to
proceed by iterating between the data analysis and the data inversion. We have thus far not

encountered examples where this is required.

It is important to note that we do not require that the isolation filters .T(t) accurately

model the waveforms they are intended to represent, so long as we have available a complete
synthetic seismogram 7(t) that does. In our applications. we generally compute (t) by
complete normal-mode summation (regularly up to 50 mHz for PSV components and 100 mHz
for SH), whereas we use approximate ray-theoretic methods (e.g., WKBJ) to calculate the
isolation filters for body waves. We then employ the differential phase and group delays
computed from FWCT'(t) to correct the observations for inaccuracies in the ray-theoretic

approximations. Using this hybrid capability, we can thus combine the computational
efficiency and theoretical insight offered by asymptotic traveling-wave representations with
the computational accuracy and uniform methodology afforded by normal-mode summation.

We have applied these techniques to the study of upper-mantle structure beneath the
Eurasian arid North American continents. Some highlights of the Eurasian results have been
recently published in a short note to Geophysical Research Letters [Gee and Jordan, 1988],
which is reproduced here as an appendix. In particular, by treating waveforms of differing

polarizations using a uniform methodology we have been able to observe shear-wave
splitting as large as 10 s on S waves multiply reflected beneath the Siberian and Russian
platforms (see Figures 8 and 9).
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Figure 6. Estimates of d ?p(ai') and Ar 1(ej') (attenuation structure was not perturbed)
recovered using this waveform analysis procedure fr fundamental Love and Rayleigh waves
(triangles) compared to the theoretical values for SNA-EU2 (so3lid lines). In general, the agreement
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I Figure 8. Application of the waveforrm analysis procedures to shear-wave splitting in Eurasia L )
contains the observed transverse component seismogram recorded at KONO for a Hindu Kush
earthquake (84/07/01, ht = 199 kcm); the complete synthetic seismogtami and the isolation filter for
SS, calculated fromn SNA. b) contains the observed vertical component and the appropriateU spithetic seistnagrams. c) and d) display the cotrelation functions for the transverse and vertical

Is. Thus, the total apparent splitting time frSS Is drss = ArpSH -41rSV is 4.2 1.4 s
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I Figure 9. Raw observed vertical and transverse component seismograms (left panel) and filtered
U synthetic and data (right panel). The apparent shear-wave splitting is dramatically shown by the

data-synthetic comparisons, but is also striking in the unfiltered data. For further discussion ofg these and other observations of shear-wave splitting in Eurasia, see the Appendix.
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Abstract. We have ob-tcrved hear-wave splitting, with 5.1
(tsg-tsv)/tys v up to 1.5%, on long-period records of multiply f
reflected S waves bottoming in the upper mantle beneath the
Russian and Siberian platforms. The dispersion of Love and 5.0
Rayleigh waves over these path& shows discrepancies of u"I! comparable or larger mgnitude with respect to smooth, Isotropic

(SI s=ctures, consistent with a model of the uppermost mantle Ehaving significant apparent vertical anisotropy. Although the 4.9

splitting and dispersion data can be fit by smooth, anisotropic : :(A) models. we have investigated the apparent anistropy 4.8

isEuriia. We fit the data with a rough, isotropic (RI) model having "5 SNA
an rms shear velocity fluctuation that varies from 14% in the >
uppermost mande tzero t 400-km depth. These flucutons ame 4.7

larger than the variation in isotropically averaged parameters .expected for even a diverse a.ssemblage o uppr-mantle ultrabasic EU2'
rocks, which we take to be evidence for some sort of intrinsic '. 4.6 EU2'

0(ca) anisotropy.

Intduction 4.5 - EU2

Although seismological studies have begun to illuminate the
fine Gtructure of the upper mantle, very little can yet be said to 4.4
quantify the spatial distribution of wave-speed heterogeneity and 0 100 200 300 400
anisotropy. A particularly Interesting region for the study of Depth (kin)
small-scale structure is the continental upper mantle, where
comparisons between data and the predictions of smooth, Isotropc Fig. 1. Shear velocity as a function of depth for continental
(SI) earth modes reveal several discrepanicies: models EU2 and SNA. Stippling indicates the range of regional
Love-Rayldgh (LR) discrepancy. The problems of satisfying the Sn velocities typical of continental crstoaz (Heustis et di., 1973J.
dispersion of Love and Rayleigh waves by SI structures is well The dashed line labeled EU2' Is the SH velocity structure
documented [McEvllly, 1964; Cars et &L, 1980; L vque and correspooding to the RI model in Table 1.
Cat, 19831. The discrepea"cy appears to be global in natu.re, and
some form of radial anisotropy (our preferred term for the type of
anisotropy whose contrapositive is transverse isotropy) is usually Fundamental.mode surface waves on 40 three-compocent records
invoked to explain it (e.g., Anderson and Dziewonski, 19821. The from the Global Digital Seismic Network (GDSN) sta"o~ KONO
significance of the LR discrepancy for the continents has been and GRFO for two corridors across Eurasia (Figure 2). The
debated (Janes, 1971; Mitchell, 19841. northern Erasia corridor is nearly identical to that used in deriving
SNA.EU2 discrepancy. Structures of the upper mantle beneath EU2; It includes the marginal basins and active foldbelts east of the
stable cratous derived from waveform matches to SH.polarized Verkhoyansk suture, as well as the stable crtons of the Siberian
waves, specifically the SNA model of Grand and Helmberger and Russian platforms. The southwestern Eurasia corridor
(19841, have consistently higher v s values in the upper 400 km includes two paths, one crossing the central part of the Russian
than structures derived from PSV-polanzed waves, specfically the platform from Hindu Kush events to KONO, and one traversing
EU2 model of Lerner-Larn and Jordan (19871. Lemer-Lani and the southwestern margin of the platform along the
Jordan argue that the SNA-EU2 discrepancy cannot be entirely Alpine-Himalayan front to GRFO. Large variations in SS travel
explained by path differences and must involve polarization times are observed across the transition from the Russian platform
anisotropy in the coatnena upper mrasie, to the Alpine-Himalayan orogenic belt, the latter yielding times
Sn discrepancy. The apparent velocities of high-frequency (-I delayed by as much as 20.30 s (Rial et al., 1984). Grand and
Hz) Sn waves on both horizontal and vertical components are Helmberuer 119851 find that SNA satisfies the data from SH body
typically 100-300 rn/s higher than the average shear velocity v of waves propagating across the central Russian platform
the uppermost mantle Inferred from low-frequency (-.01 Az) Our technique for measuring travel times is based the ability to
Rayleigh waves. Although not systematically treated In the synthesize complete seismograms by normal-mode summation
literature, this problem is evident in the comparison of the Sn [Gee and Jordan. 19861. A narrow-band isolation filter for a
velocities of Heusd at al. (19731 with Rayleigh-wave models particular wave group, such as a body-wave pulse or a
such as EU2 (Figure 1). fundamental-mode surface wave, is computed by a convenient

In this paper, we report slme new observations of shear-wave method (we use both ray and mode theoretic algorithms) and
splitting for multipleS wa,,es bottoming beneath Eurasia that are cross-correlated with both tie observed seismogram and the
relevant to these discrepancies, and we attempt to explain them in complete normal-mode synthetic for an appropriate source location
terms of a stoclamc modc of 1 cc;'c7 " ,.,, and mechanism. The difference between the peak times of the

observed and synthetic cross-corretation funioiunz is w,-.u-
Observaotis and corrected for differential dispersion and attenuation to obtain

We have measured the travel times (both phase and group the differential phase-delay time At at the center frequeeyfo of the
isolation filter. At thus measures the difference between truedelays) of direct and multiply reflected S waves and arrival time and the model-predicted time at fe. This

phase-isolation technique provides a self-consist et methodology
Copyright 1988 by the American Geophysical Union. for measuring the travel times of complex wave groups on

thre-component seismograms. The complicaticns handled by the
Paper Number 8L82. technique include caust ph shift interference among multiple

009448276/8&OOL-6812$03.O0 arrivals, disperion. atremiation, and differences im polathszato.
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S I I

5 ~ ~Fig. 2. Azimuthal equidistant projection centered on KONG, _____4_______ _____
illustrating the source-receiver geomnetry. Triangles arm earthquakeI
locations; octagons are receiver locations. Shields and stable Time (min)
platforms (shaded) are from Jordan (19811. Fig. 4. Example of shear-wave splitting in 5S for a path crossing

the Russian piatform from the 01 Jul 84 Hindu Kush event. The
traces for GR]Oh been shifted by +2.5 a and the traces for

For the body-wave data presented In this paper, the center KONO hvebeenshiftedby +1.5 sto align thSS pulses with the
frequencies of the isolation rilters range from 25-30 mHz, ard SNA synthetic on the transverse component. Ais is 5 & for
their bandwidths from 8-10 mHz; the standard errors of KONO, but len than I aforGRPO.
measurement are typically 1-2 s, excluding the bias due tounmodeled Interference. The surface waves were measured in the
band 10!fo e 25 mHz using isolation filters with bandwidths of analysis are essentially independent of this choice). EU2 provides
0.15 Jo. yielding an experimental precision of -0.1 a'l, or about 5 a good fit to the Rayleigh waves and PSV-polarized waveforms of
s for a 20-mHz observation, multiply refl--ted S phases for the northern Eurasia corridor, but

Examples of seismograms on which these measurements have is too slow for the Love waves and SH-polarized phases with
been made are presented in Figures 3 and 4. The best match turning points in the upper mantle (Fgure 3). SNA is generally
between data and synthetics is obtained by using EU2 as the consistent with the waveforms and travel times of SH.polanzed
reference model for computing the isolation filters and complete body phases for paths to KONO scrom the Russian platform, but
synthetics for the northern Eurasia corridor and SNA for the is too fast for the PSY-polarized SS phases with mrning poins in
southwestern Eurasia corridor (although the results of the data the upper mantle (Figure 4).

On the other hand, the path to GRFO along the southwestern
margin of the Russian platform does not show this polarization
difference; the observed travel times exceed those predicted by
SNA by about 15 s on both components, consistent with the $H

LPTLPT observations of Rial et al. (19841. Shifting the synthetics by this
Dat amount aligns the SH and PSV waveforms equally well.
Data iTherefore, the data-synthetic comparisons indicate strong

shear-wave splitting for the northern Eurasia and central Russian
. platorm paths, but not for paths along the Alpine-HimalyanT'," front.S To quantify th- polarization difference in the data-model

residual for a specific source-receiver pair, we define an "apparenty , T ' ' "splitting time" by

Date t where,&tS is the phase-delay time measured for apatclrwv
group on the transverse component and As is the phts-delay

2 Ell , ,,time for the corrsponding wave group on tgivertical component...- ,: "- i " In the case of body waves, we employ the standard phase notation
as a subscrip: e.g., Ar s is the difference between the travel-time

,residual for an SS arrival on the transverse component and its
j residual on the vertical component For surtace waves, however,
U 3we choose AW to be the Love-wave phase delay and Atp3V to be

Time (min) Time (min) the Rayleigh-wave phase delay at the samefQ and let A denote
Fig. 3. Comparison of transverse and vertical component the difference. Hence, the values of Ar for body waves are
seismograms frm nonhero Eurasian paths with EU2 synthetics. essentially independent of the reference model (to the extent that it
(a) Shear-wave splitting in SSSS at GRFO for the 01 Feb 84 Sea correctly predicts the interference effects), while the values of
of Okhotsk event. Observed seismograms shifted by +2.5 s to ArL depend on the differential dispersion between Love and
align the SSSS pulse on the vertical component; rs is 6s. (b) Rayleigh waves of the reference modeL
L discrepancy at KONO for the 25 Aug 83 Kyushu event. Figure 5 summai= the data for northern Eurasia (circles) and
Observed seismograms shifted by +3.2 s to align the Rayleigh the Russian platform (crosses). The apparent splitting time,
wave; A4rj is 39 s forfo - 20 mHz. -xpressed a perceriage of the total PSV travel time, is plotted

7 '"
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properties of local ansotrop i.e., we will consider rough, Cormier, V. F. Synmsis of body wave inrs otop
anhorropc (RA) stuctutm Tbese stuctures may be divided Into earth modeft, BulL Sei. Soc. Am., 76, 231240,1986.
two classes based on the organization of the anisotropy. models Flat6, S. (,d.), Souwr Transmiss on ,-a ulh a Fliwuasi
waere the elasticity tensor averaged over some volume is Ocean, Cambddp Univulrty Pi- -4 New York. 299 pp.,
isotropic, and models which contain a smooth compuncnt of 1979.
anisotropy. Preliminary calculations indicate that the former am Pucls, K., Rocently formed elastic nitotropy and petrologlcal
,nconsistent with petrologic constraints and that r smooth models for the continental subcnttl lithosphere in southern

component of anisotropy is required. Germany, Phys. Earth Pe6re. ing., 3). 93-118, 1983.
in terms of (2) and its ganeralizatlow, the qualittivodfference Fuchs, K., %nd K. Schulz, Tunneling of low-frequency waves

between smooth and rough structures Is represented a a through the suibmustal lithoaphere, I. Geophys., 42, 175-190,

quantitative dilffefe in the characterla t wavenumber {ki). 1976.
The lonl-wavelength splitting data presented in this apcr do not Cte, L. S., end T. H. Jordan, Parameter retrieval using
constrain these wavenumbers. However, the fact that the first three-component seismograms and hybrid synthetics: an
arrival times from short-penod Sn waves on both horizontal and application to seismic anisotropy, Eos Trans. AGU, 67,1113.
vertical components yield high apparent velocities is evidence that 1986.
the characteristic vertical scale of the heterogeneity, k-t , lies Grn.d, S. P., and D. V. Helmberger, Upper mantle shear
between the lengths of the long-period and short-period waves, structure of North America, Geophys. J. R. ame. Soc.. 76.
say between 100 km and 10 ki. In addition to giving apparent 399.438, 1984.
antsotropy at long wavelengths, characteristic scale lengths in this Grand, S. P., and D. V. Helmberger, Uppermantle shear struscure
intermediate tango provide high-velocity "micropaths" at short beneath Asia from multi-bounce S waves, Phys. Earth Planet,
wavelengths (cf. Flatth, 19791, which could account foi the Sn Int., 41, 154-169, 1985.
discrepancy. This hypothesis is consistent with the thinking of Heustis, S., P. Molnar, and J. Oliver, Regional Sn velocities and
Fuchs and Schulz 19761, who have suggested that an RA shear velocity in the upper mantle, BulL Seis. Soc. Am., 63,
structure is needed to account for the "shingling" of P arrivals 469-475, 1973.
observed on long refraction profiles in Europe. James, D. E., Anomalous Love wave phase velocities, J.

In conclusion, although RI models of the upper mantle may be Geophys. Res.. 76, 2077-2083, 1971.
constructed which satisfy the splitting data, they are inconsistent Jordan, T. H., Global tectonic reglonalizatlon for seismological
with petrologic constraints, and a smooth component of intrinsic data analysis, Bul. Seis. Soc. Am., 71, 1131-1141, 1981.
anisctropy is indicated. Nevertheless, fine-scale heterogcneity in Lemer-Lam, A. L., and T. H. Jordan, How thick are the
the elastic parametr s likely to play a role in explaining the LR, continents?, J. Geophys. Res.. 92, 14007-14026, 1987.
Sn, and SNA-EI2 discrepancies, a well &3 ohe aspects of wave LUv6ue, J.-J., a M. Ca, Long-period Love wave overtone

prop tion i econtinental u mantle. Out observation that data in North America and the Pacific Oceazu new evidence (o
the shear-wave spliting is silpii canty smaller for pat along the upper mantle anisotropy, Phys. Earth Plana. Int., 33,
Alpine-Himalayan front than for cratonic paths suggests that the 164-179, 1983.
large scale vanauons in anisotropie properties may be related to McEvilly, T. V., Central US crust-upper mantle structure from
continental deep structure. Love and Rayleigh wave phase velocity inversion, B&Wi. Stis.

Soc. Am.,54, 1997-2015, 1964.
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Modeling the Removal of Organic Vapors From Laboratory 1. 1988 Fall Meeting
Columns of Unsaturated Soil

2. 005460604
N J Hutzler (Department of Civil 

Engineering, Michigan

Technological Univerisity, Houghton, MI 49931; 906- 3. (a) N J Hutzler
487-2194) Department of Civil Engineering

D B McKenzie and J S Gierke (Both at same address as Michigan Technological Univ.
above) Houghton, MI 49931

(Sponsor: A G U Member)
(b) 906-487-2194

I A mathematical model was developed, and laboratory
experiments were conducted to assess the importance of 4. H
various transport mechanims and system variables on the
rate of removal of volatile organic chemicals (VOCs) 5. (a) H16 Unsaturated Zone Gases
from unsaturated porous materials by vapor extraction. Transport and Chemistry
A Dispersed Air Flow, Diffusion in Aggregates Model (b) 1872 Transport
(DAFDAM) was developed to simulate one-dimensional 1866 Soil Moisture
transport of VOCs in laboratory columns of unsaturated
soil. The DAFDAM assumes that removal rates are con- 6.
trolled by gas advection and dispersion, pore diffusion
in immobile water, mass transfer resistance at the 7. 10% at ASCE/CSCE 1988 Meeting in
air/water interface, and sorption onto soil. System Vancouver, British Columbia
variables under study included: moisture content, soil
structure, Henry's constant (H), and air flow rate. 8. Invoice $40 to PO# 39436
Columns were packed with uniform sand-or a fired, por- - attached
ous clay and contaminated with water containing tri- at Accounting Department
chloroethene (TCE), toluene, or 1,1,1-trichloroethane Michigan Technological Univ.
(TCA). Organic-free air was drawn through the column, Houghton, MI 49931
and exit vapor concentrations were monitored with time.
In each experiment the contaminant was rapidly removed 9. C
from the column by vapor extraction. TCE and toluene
exhibited similar behavior in the sand because their 10. None
Henry's constants are approximately the same. TCA,
which has a higher H, was removed at a faster rate.
Toluene and TCA were more slowly removed from the por-
ous clay because of the time required for liquid dif-
fusion out of the particles. The rates of vapor
extraction observed during the experiments were
compared to DAFDAM predictions. Excellent agreement
exists between model predictions and initial removal
rates, however, the model was less successful in simu-
lating the latter part of the removal curve.



Abstract for Oral Presentation
at the

Internatiofal Symposium on Processes Governing the Movement
and Fate of Contaminants in the Subsurface Environment

Stanford University, Stanford, California, U.S.A., July 24-26, 1988

VAPOR EXTRACTION OF VOLATILE ORGANIC CHEMICALS FROM UNSATURATED SOIL

Neil J. Hutzler, David B. McKenzie, and John S. Gierke
Department of Civil Engineering, Michigan Technological University, Houghton

Vapor extraction is an accepted technology for removing volatile
organic chemicals (VOCs) from the unsaturated zone above ground water
aquifers. A vapor extraction system (VES) removes VOCs from the vadose zone
by inducing air flow through the soil which results in volatilization of the
contaminants. The vapors are withdrawn from extraction wells by a vaccuum
applied with blowers. Clean air is drawn or injected into the soil through
air inlet wells. Presently, the design of soil vapor extraction systems is
based on operational experience and trial and error rather than theoretical
calculations. The current level of understanding recommends that air
withdrawal rates are as fast as possible, however, consideration must also
be given for the time required for equilibrium to be established between the
air, water, organic, and soil phases.

This study has measured the relative impacts of vapor diffusion, air-
water mass transfer, and pore diffusion on the removal of VOCs from
unsaturated soils. A combination of soil column experiments and model
calculations has been used to quantify the effects of these mechanisms as a
function of air withdrawal rate, pumping duration, chemical partitioning,
and soil structure.

A set of models is used to describe the one-dimensional transport of
VOC vapors in laboratory soil columns. The mechanisms and reactions that
are considered include: (a) air advection, (b) vapor diffusion, (c) air-
water mass transfer, (d) diffusion in immobile water, (e) sorption, and (f)
Henry's partitioning. Deterministic models are developed for various
simplifying conditions. The models are solved analytically when possible;
numerical methods are used for the more general cases. Model calculations
are used to interpret the experimental results and assess the relative
importance of the various mechanisms. In addition, model predictions are
compared to laboratory data to determine the validity of the models.

Laboratory experiments are used to simulate simplified field systems
under controlled conditions. Soil columos packed with cohesionless and
structured soil materials are used in the column experiments to compare the
effects of chemical diffusion in immobile water on the rate at which VOCs

.are r..ved by vap r exa.. nn. Prnporties of some of the soil materials
used in this study are listed in Table 1, Ottawa sand is used to simulate a
cohesionless soil. Verilite is a fired clay and is used to simulate an
aggregated soil. The primary difference between the sand and clay is that
the clay particles contain an internal porosity while the sand particles are
solid. Therefore, VOCs must diffuse out of the clay particles, which are
saturated with water, before being removed with the air flow.

1 1



was halted for 23 hours. When pumping resumed the exit concentration
increased because the flow stoppage had allowed time for toluene to diffuse
out of the particles. Moreover, the rate of concentration reduction
increased after restarting the air flow. The impact of pulsing is greater
when the air flow is stopped sooner.

Table 2. Conditions of laboratory experiments shown in Figure 1.

Soil: Ottawa Sand Verilite
Chemical: Toluene TCA Toluene TCA
Conditions

Air Flow Rate (mL/nin): 4.0 3.0 3.1 3.0
Temperature (OC): 24 22 21 22
Pressure (mm Hg): 768 764 764 764
Vapor Concentration (mg/L): 15.2 11.5 17.5 12.5
Column Length (cm): 29.9 29.9 20.1 20.1
Column Diameter (cm): 10.8 10.8 10.8 10.8
Length of Run (hrs): 69 47 160 93

Figure 2 is an example of a model prediction. The model assumes
steady, continuous flow through a homogeneous, aggregated soil. The model
did not predict the total mass of chemical removed from the column. This
may be due to vapor sorption or the estimate of Henry's constant is too
high. Model predictions of the four experiments were similar to the one
shown in Figure 2. The model predicts that air advection and diffusion as
well as diffusion in immobile water are significant mass transfer mechanisms
under the conditions shown in Figure 2 and that air-water mass transfer is
fast. Model calculations indicate that only air advection and diffusion are
important for removal from the sand.
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Figure 2. Model prediction of TCA removal from Verilite.
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was halted for 23 hours. When pumping resumed the exit concentration
increased because the flow stoppage had allowed time for toluene to diffuse
out of the particles. Moreover, the rate of concentration reduction
increased after restarting the air flow. The impact of pulsing is greater
when the air flow is stopped sooner.

Table 2. Conditions of laboratory experiments shown in Figure 1.

Soil: Ottawa Sand Verilite
Chemical: Toluene TCA Toluene TCA
Conditions
Air Flow Rate (mL/min): 4.0 3.0 3.1 3.0
Temperature (C): 24 22 21 22
Pressure (mm Hg): 768 764 764 764
Vapor Concentration (mg/L): 15.2 11.5 17.5 12.5
Column Length (cm): 29.9 29.9 20.1 20.1
Column Diameter (cm): 10.8 10.8 10.8 10.8
Length of Run (hrs): 69 47 160 93

Figure 2 is an example of a model prediction. The model assumes
steady, continuous flow through a homogeneous, aggregated soil. The model
did not predict the total mass of chemical removed from the column. This
may be due to vapor sorption or the estimate of Henry's constant is too
high. Model predictions of the four experiments were similar to the one
shown in Figure 2. The model predicts that air advection and diffusion as
well as diffusion in immobile water are significant mass transfer mechanisms
under the conditions shown in Figure 2 and that air-water mass transfer is
fast. Model calculations indicate that only air advection and diffusion are
important for removal from the sand.
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Date: 3/27/89

Dear Sir:

In the latter part of January I submitted the forms and

materials for the graduate fellowship program that you are

offering. I have not heard anything from the people that are in

charge of this project. I was under the impression that they

were to have made their decision by March 15, 1989. If this is

in error, then I would like to know when they are to make the

decision. If I was correct in the decision date, I would like to

know what the decision was with regard to my application since

award of the fellowship will change my current plans. I have

been accepted to the University of Virginia and West Virginia

University and am currently planning to enroll for this summer

semester if I am unfortunate in not receiving the fellowship

award.

As stated in my application materials, I have a very strong

desire to work in the exact areas that this fellowship will allow

me to work in the summer months. Therefore, I would prefer to

work in my fellowship position instead of going on to graduate

school this summer.

Sincerely:

Edwin Farrar
1300 Sandpiper #23
Weatherford, OK. 73096



I
Michigan Technological University

* Houghton, Michigan 49931

Department of Civil and Environmental Engineering

Telephone: 906/487.2520
Facsimile: 906/487-2943

1 March 23, 1989

Ms. Judy Conover
Assistant Program Manager
Laboratory Graduate Fellowship
Universal Energy Systems, Inc.
4401 Dayton-Xenia Rd.
Dayton, Ohio 45432-1894

3 Dear Ms. Conover:

I am submitting a "Certification of Academic Progress" per the request for a
"Statement of Progress" sent by your office on 17 March 1989. I hope they are
the same forms. If this Is not the correct form, please send me a copy of the
correct one.

I must admit that I am confused as to when to send such forms. Should they be
sent at the end of each term or only upon request from your office?

SI am sorry for the delay.

Sincerely,

John S. Glerke
Laboratory Graduate Fellow
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CONCURRENCE FORM

The Human Research Labortory requests the continuation of the AFOSR
fellowship for Mr. Kenneth R. Koedinger, studying Skill Acquisition and
Intelligence Tutors at Carnegie-Mellon University.

Give a brief statement of laboratory and/or Dr. Thomas B. Stauffer's
(fellow's mentor) involvement with Mr. Kenneth R. Koedinger.

Due to Mr Koedinger's course load to date, we have had limited interaction.
We look forward to greater interaction with Mr Koedinger and encourage him
to spend 10 weeks in our laboratory to facilitate the transition of his
technology to our ongoing research and development of intelligent systems.

Chief Scientist Date Mentor- D-a "at e

S-789-000-008

I7



h CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Kenneth R. Koedinger Semester: Spring 1989

University: Carnegie-Mellon University Subcontract: S-789-000-008

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

"I certify that all information stated is correct and complete."

Signature/Fellowship Rcipient

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4955C

. .; .... -. . - .....--_. -- _... . - . . .. . .*. . .. , . .. _..~.. . .. , .



CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Kenneth R. Koedinger is making satisfactory academic
progress toward a Ph.D. in the area of Skill Acquisition and Intelligence
Tutors in the discipline of Psychology for the Spring 1989 semester."

Signature/Advising Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

4955C

I.. . . . . . ....



Carnegie-Mellon University
Department of Psychology

Graduate Student Evaluation

5 Name: Ken Koedinger Duze: 6-13-89

Major Area: Cognitive

Advisory Committee Chair: John Anderson

Committee Members: David Klahr, Herb Simon

Other Interested Faculty: Kurt Van Lehn, Jill Laridn

1. Research

A. List, in reverse chronological order, complete citations of all
papers and presentations, including major course projects.
Describe the state of completion of each (draft, finished
manuscript, submitted, in press).

1. CONFERENCE PAPER: "Perceptual Chunks in Geometry Problem Solving: A
Challenge to Theories of Skill Acquisition" by K. Koedinger and John R.
Anderson. Accepted to the Eleventh Annual Conference of the Cog'drive

Science Society, 1989.

2. ACCEP ED PENDING REVISION: "Abstract Planning and Perceptual Chunks:
Elements of Expertise in Geometry" by K. Koedinger and John R.
Anderson. Accepted to Cognitive Science pending revision, March, 1989.

3. CONFERENCE PAPER: "An Improved Ideal Student Model for Geometry Proof
Problem Solving" by K. Koedinger. Presented at the American
Educational Research Association conference, March, 1989.

4. 2ND YEAR PAPER: "Using the Concrete to Plan in the Abstract" by K.3i Koedinger, May 25, 1988.

5. COURSE PROJECT: "Uncovering Content Knowledge in an Ill-Structured
Domain. The Organization of Evaluation Knowledge in Typographic3 Design" for Research Methods, December, 1987.

6. COUPSE PROJECT: "Chronometric Evidence for Abstract Planning in
Geometry" for Research Methods, November 2, 1987.

7. CONFERENCE TALK: "Abstract Planning and Successive Refinement by
Geometry Experts". Presented at the Pitt-CMU Graduate Student1 Conference on Cognition, June 26. 1987.

8.1ST YEAR BROWN BAG: "Learning and Transfer of G.ometry S ", K
Koedinger, March 13, 1987.

9. COURSE PROJECT: "One More for the 2-4-6 Task" by K. Koedinger for Dr.

I- - -." . .7 ..



Klalr's Scientific Reasoning Seminar, May, 1987.

10. CONFERENCE TALK: "Intelligent Tutoring Systems Design Issues for a Genetics
Laboratory Microworid Called MENDEL" by K. Koedinger, R. Maclin, M. J.
Streibel and 3. Stewart. The Third International Conference on
Artificial Intelligence and Education, May 8, 1987.

11. COURSE PROJECT: "A Reinterpretation of the Influences of Affect on Problem
Solving and Decision Making" by K. Koedinger for the Social Core,
March 31, 1987.

12. COURSE PROJECT: "Identification of Broad Methods in Geometry Proof
Experts" by K, Koedinger. Course project for Cognitive Processes
and Problem Solving, December, 1986.

13. PUBLICATION: "ME-NDEL: An Intelligent Tutoring System for Genetics Problem
Solving, Conjecturing, and Understanding" by M. 3. Streibel. 3.
Stewart, K. Koedinger, A. Collins, J.R. Junck in Machine-Mediated
Learning. Vol. 2, No. 1 & 2, 1987.

14. B.S. THESIS: "Teaching/Learning Mathematical Problem Solving: Lessons from
Artificial Intelligence Research" by K. Koedinger. Senior Honors
Thesis, 1984.

B. Briefly describe your ongoing research and its state of
progress.

This semester rve been involved with research related to DC, a model of geometry
expertise, which John Anderson and I have reported on in a paper accepted to the
Cognitive Science journal pending revision (2]. I presented a related paper at the
AERA conference [3] in March which emphasized the educational implications of DC.
We also had a paper accepted to the Cognitive Science conference which presents DC
as a challenge to cun-ent theories of skill acquisition in that it is not clear how the nature
of expertise captured by DC can be achieved within current theories of skill acquisition.

In addition to paper writing, a major task of this semester has been programming an
interface which allows users to draw geometry diagrams and mark them in the standard
way to indicate geometric relationships therein. This interface is planne 4 for a
pa-ception experiment in geometry analogous to the chess board percepton studies
done byChaseandSimon. Inadditionthis interface will serve as parr of a new
geometry tutor we are building based on the DC modeL

C. Briefly describe your plans for future research.

This summer I wil1 be involved with designing this new geometry tutor. John
Anderson and I have hired a programmer and so I will have time to work on other
things. The frst task is to revise the Cognitive Science journal paper. The next task is
to write a thesis proposal. My plan for a thcsis &hs b-e to do some or all of the
following: 1) collect some data on geometry novice problem solving and learning, 2)
develop a learning theory that is consistent with this data and the DC model of geometry
expertise, and 3) test the theory, as well as the tutor we are building, in the context of a

I :-=-r =.=. . ... .~



i
[I tutoring study. However, recently I have been considering an alternative which grows

out of John Anderson's new book on rational analysis and the PDP course I took this
past semester. In general, rye become quite interested in the knowledge acquisitionIcomponent of skill acquisition in contrast to the knowledge tuning component which
has received much more attention, for example, in ACT* and Soar. John's new book
presents a rational analysis of the knowledge acquisition processes of memory,
categorization, and causal inference and I am considering taking up the problem of
finding a mechanism which satisfies the constraints of one or more of these rational
analyses. In the PDP course, I began to explore whether a network architecture like
PDP could meet these constraints and if it could be extended or modified to do so. plan to meet with my advisor and talk with other faculty about the feasibility of

pursuing this second alternative.

II. Courses

A. List the title, number, instructor(s), grade, and semester
completed. Group items as one or more of the following:
depth, breadth, or skill. (Skills can include things such as
statistics, writing, or programming).

Semester
Course Number Instructor(s) Grd Competed

Cognitive Core 85-861 Cognitive faculty A Fall, 1986 Breadth
Cognitive Processes 85-711 Van Lehn and Simon A Fall, 1986 Depth
and Problem Solving

Social Core 85-741 Social faculty B Spring, 87 Breadth
Advanced Seminar in 85-724 Klahr A Spring, 87 Depth
Developmental Pysch
(Scientific Reason.)

Research Methods 85-773 Carpenter B Fall, 87 SkillDevelopmental Core 85-721 Developmental fac. A FaIL 87 BreadthThinkin 85-712 Anderson A Spring, 88 Depth

PDP 85-719 McClelland I Spring, 89 Depth

3 B. List your current courses and plans for future courses.

I have no further plans for taking courses, except any interesting seminz's which may
come up.

I. Teaching

A. Briefly describe your experience to date. List the course
title, your role in the course. number of students,
supeivisor, and the semester in which you taught.

No. ofRolrl 5== Su -vis,,r

Self-Paced LISP Instructor/admin -12 Summer IL 87 Anderson



Info Processing TA -70 FaU, 87 Anderson
Psych and Al

lve had a years experience at the University of Wisconsin as the sole instructor for an
introductory programming course.

B. Describe your plans for future reaching. List the course and
semester in which you want to teach.

None.

IV. Other

,A. List anything else that is relevant to your evaluation,
for example: exams, awards, consulting, committee work,
conferences or seminars attended, deparrmenal
activities.

Air Force-Laboratory Graduate Fellowship.

CMU organizer for the 1988 CMU-Pitt Graduate Student Conference on Cognition.

Il
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CONCURRENCE FORM

The Human Research Labortory requests the continuation of the AFOSR
fellowship for Mr. Kenneth R. Koedinger, studying Skill Acquisition and
Intelligence Tutors at Carnegie-Mellon University.

Give a brief statement of laboratory and/or Dr. Thomas B. Stauffer's
(fellow's mentor) involvement with Mr. Kenneth R. Koedinger.

I D (,A Jr. ko A ,

II

Chief Scientist Date Mentor Date

S-789-000-008
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CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Kenneth R. Koedinger Semester: Fall 1988

University: Carnegie-Mellon University Subcontract: S-789-OOO-008

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

I focussed on research this semester and took no courses.
The enclosed "Graduate Student Evaluation" contains course
information from previous semesters (section II.).

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

See section I on attached "Graduate Student Evaluation".

"I certify that all information stated is correct and complete."

S3gnature/Fellowship R 7ipieft

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4955C



CERTIFICATION OF ACADEMIC PROGRESS

I "I certify that Mr. Kenneth R. Koedinger is making satisfactory academic
progress toward a Ph.D. in the area of Skill Acquisition and Intelligence
Tutors in the discipline of Psychology for the Fall 1988 semester."

I _J

Signature/Advising Professor

John Anderson

TYPED NAME/TITLE OF ADVISING
PROFESSOR

I
I

4955SC
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Carnegie-Mellon University
Department of Psychology

Graduate Student Evaluation

Name: Ken Koedinger Date: 1-26-89

Major Area: Cognitive

Advisory Committee Chair: John Anderson

Committee Members: David Klahr, Herb Simon

Other Interested Faculty: Kurt Van Lehn, Jill Larkin

1. Research

A. List, in reverse chronological order, complete citations of all
papers and presentations, including major course projects.
Describe the state of completion of each (draft, finished
manuscript, submitted, in press).

1. SUBMITTED FOR PUBLICATION: "Abstract Planning and Perceptual Chunks:
Elements of Expertise in Geometry" by K. Koedinger and John R.
Anderson. Submitted to the Cognitive Science journal November, 1988.

2. CONFERENCE PAPER: "An Improved Ideal Student Model for Geometry Proof
Problem Solving" by K. Koedinger. Accepted for the American
Educational Research Association conference, 1989. To be presented
March 30, 1989.

3. 2ND YEAR PAPER: "Using the Concrete to Plan in the Abstract" by K.
Koedinger, May 25, 1988.

4. COURSE PROJECT: "Uncovering Content Knowledge in an Ill-Structured
Domain: The Organization of Evaluation Knowledge in Typographic
Design" for Research Methods, December, 1987.

5. COURSE PROJECT: "Chronometric Evidence for Abstract Planning in
Geometry" for Research Methods, November 2, 1987.

6. CONFERENCE TALK: "Abstract Planning and Successive Refinement by
Geometry Experts". Presented at the Pitt-CMU Graduate Student
Conference on Cognition, June 26, 1987.

7. 1ST YEAR BROWN BAG: "Learning and Transfer of Geometry Strategy" by K.
Koedinger, March 13, 1987.

S. COURSE PROJECT: "One More for the 2-4-6 Task" by K. Koedinger for Dr.
Klahr's Scientific Reasoning Seminar, May, 1987.

9. CONFERENCE TALK: "Intelligent Tutoring Systems Design Issues for a Genetics
Laboratory Microworld Called MENDEL" by K. Koedinger, R. Maclin, M. J.



Streibel and J. Stewart. The Third International Conference on.
Artificial Intelligence and Education, May 8, 1987.

10. COURSE PROJECT: "A Reinterpretation of the Influences of Affect on Problem
Solving and Decision Making" by K. Koedinger for the Social Core,
March 31, 1987.

11. COURSE PROJECT: "Identification of Broad Methods in Geometry Proof
Experts" by K. Koedinger. Course project for Cognitive Processes
and Problem Solving, December, 1986.

12. PUBLICATION: "MENDEL: An Intelligent Tutoring System for Genetics Problem
Solving, Conjecturing, and Understanding" by M. J. Streibel, J.
Stewart, K. Koedinger, A. Collins, J.R. Junck in Machine-Mediated
Learning. Vol. 2, No. 1 & 2, 1987.

13. B.S. THESIS: "Teaching/Learning Mathematical Problem Solving: Lessons from
Artificial Intelligence Research" by K. Koedinger. Senior Honors
Thesis, 1984.

B. Briefly describe your ongoing research and its state of
progress.

Over the summer I implemented "DC", a model of geometry proof planning. Although

there have been many models of geometry proof planning, DC is unique in its ability to
abstract plan, that is, to skip less important proof steps to focus on the more important
ones. This abstract planning ability was observed of geometry experts who gave verbal
reports while solving proof problems in the studies reported in [11], [3] and [1] above.
A theoretical assertion underlying DC is that expert's ability to perform such abstractI planning is based on perceptual knowledge or chunks of prototypical parts of geometry
diagrams. The theory is that experts have learned that particular configurations of
points and lines in geometry diagrars are correlated with particular (and often large)
sets of geometric knowledge. By parsing geometry diagramc in terms of these
prototypical configurations, experts can drastically reduce the potential search for a
problem solution. This fall John Anderson and I wrote a paper on the DC model which
was submitted to the journal Cognitive Science.

To follow up of this work, we are currently planning an expert-novice study in which
we will collect protocols from both experts (primarily geometry teachers) and novices
(both pre- and post-geometry students). In addition, we will also attempt to get further
evidence for the perceptual chunks proposed in the DC model by performing a problem
state perception experiment analogous to the chess board perception experiments of De
Groot and Chase & Simon. I am currently building a computer interface that subjects
will use to replicate geometry diagrams that they will view for short periods of time.

C. Briefly describe your plans for future research.

The expert-novice study will be the main research focus of this semester. I plan to have
a thesis proposal ready by the end of the semester. I envision my thesis topic to be an
extension of the basic ideas developed in the DC model. I'd like to explore the aspects
of expert knowledge which g beyond formal (textbook) knowledge of the domain,



somethings refered to as "tacit knowledge" or "intuition". I think the idea that expert
intuition is just more knowledge (i.e., of the same basic form) may be fundamentally
correct but is not very informative. I'd like to put some flesh on the bones of this idea
by proposing (and testing) the idea that much of what we think of as expert intuition is
actually perceptual knowledge.

In addition to the problem state perception experiment planned for this semester, I have
also begun to plan the curriculum and interface for a new geometry tutor based on the
DC model. Such a tutor would stand as a test of the DC model and more generally of
the idea that acquiring perceptual chunks for a task domain is as important as acquiring
the formal knowledge of the domain.

II. Courses

A. List the title, number, instructor(s), grade, and semester
completed. Group items as one or more of the following:
depth, breadth, or skill. (Skills can include things such as
statistics, writing, or programming).

Semester
Course Number Instructor(s) Grde Completed T

Cognitive Core 85-861 Cognitive faculty A Fall, 1986 Breadth
Cognitive Processes 85-711 Van Lehn and Simon A Fall, 1986 Depth
and Problem Solving
Social Core 85-741 Social faculty B Spring, 87 Breadth
Advanced Seminar in 85-724 Klahr A Spring, 87 Depth
Developmental Pysch
(Scientific Reason.)
Research Methods 85-773 Carpenter B Fall, 87 Skill
Developmental Core 85-721 Developmental fac. A Fall, 87 Breadth
Thinking 85-712 Anderson A Spring, 88 Depth

B. List your current courses and plans for future courses.

This spring I am taking the PDP course. I have no further plans for taking courses,
except any interesting seminars which may come up.

III. Teaching

A. Briefly describe your experience to date. List the course
title, your role in the course, number of students,
supervisor, and the semester in which you taught.

No. of
Course Role students Semester Supervisor

Self-Paced LISP Instructor/admin -12 Summer II, 87 Anderson
Info Processing TA -70 Fall, 87 Anderson
Psych and AI



S

I've had a years experience at the University of Wisconsin as the sole instructor for an
introductory programming course.

B. Describe your plans for future teaching. List the course and
semester in which you want to teach.

None.

IV. Other

A. List anything else that is relevant to your evaluation,
for example: exams, awards, consulting, committee work,
conferences or seminars attended, departmental
activities.

Air Force-Laboratory Graduate Fellowship.

CMU organizer for the 1988 CMU-Pitt Graduate Student Conference on Cognition.



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. David A. Wagner

University: Stanford University Subcontract: S-789-000-009

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

Please see Attachment A ?art 1

2. Give a detailed description of research and progress toward
dissertation. (Attach sheets if extra space is needed.)

Please see Attachment A Part 2

"I certify that all information
st ted is correctand complete."

Signature/Fellowshio Recipient

David A. Wagner

TYPED NAME/FELLOWSHIP RECIPIENT

"I certify that Mr. David A. Wagner is making satisfactory academic
progress toward a Ph.D. in the area of Damage Tolerance Characteristics
of Advanced Structural Materials in the discipline of Applied Mechanics
for t Spring 19 quarter."

~7
Signature/Advi'sing Pfofessdr

Sheri D. Sheppard / Assistant Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

LLD/sdp 4710C



ATTACHMENT A
CERTIFICATION OF ACADEMIC PROGRESS

Fellow Mr. David A. Wagner
University : Stanford University
Subcontract S-789-000-009

PART I COURSES Spring Quarter 88-89

Units Number Course Grade

3 ME 239 C Theor. and Comp. Inelasticity ........ P
3 ME 301 Thesis. PhD Dissertation - J.C. Simo P
6 ME 301 Thesis. PhD Dissertation - S.D. Sheppard P

PART 2 RESEARCH PROGRESS : Spring Quarter 88-89

Refined the testing plan for the summer program at Wright Research and
Development Center. Fatigue, Fracture and Reliability Group that attempts to
verify the theoretically derived S integral as a characterizing parameter for
thermoinelastic fracture. Designed the heating and cooling elements required to
generate a thermal gradient acroj the aluminum specimen.

Completed theoretical development of the nine node uncoupled thermoinelastic
element for FEAP based on a linear pressure field and a auadratic displacement

IPA field within each element. Began verifying element behavior and accuracy on
certain benchmark cases. Some verification efforts remain on this tool.

"I certify that all information
stated is correct and complete."

7 S8gr9

David A. Wagner

0



CONCURRENCE FORM

The Flight Dynamics Laboratory requests the continuation of the AFOSR
fellowship for Mr. David A. Wagner, studying Damage Tolerance

Characteristics of Advanced Structural Materials at Stanford University.

Give a brief statement of laborator'y and/or Dr. George Sendeckyj (fellow'smentor) involvement with Mr. David A. Wagner.

Over the last two months, Mr. David A. Wagner has been planning and
discu&sing with Dr. George P. Sendeckyj a test program to verify a new path
independent integral as the crack driving foice characterizing
thermoinelastic fracture. Starting on 19 June 1989, he will be perfoming
the planned experiments at the Flight Dynamics Laboratory. The experimental
program will take 10 weeks to corplete.

ef Scientist Date Mentor Date

t~ 7 ~.



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. David A. Wagner

University: Stanford University Subcontract: S-789-000-009

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

Please see Attachment-A Part 1

2. Give a detailed description of research and progress toward
dissertation. (Attach sheets if extra space is needed.)

Please see Attachment A Part 2

"I certify that all information

stated is correct and complete."

0L~ CL74 i 89
Signature/Fellowvship Recipient

David A. Wagner
TYPED NAME/FELLOWSHIP RECIPIENT

"I certify that Mr. David A. Wagner is making satisfactory academic
progress toward a Ph.D. in the area of Damage Tolerance Characteristics
of Advanced Structural Materials in the discipline of Applied Mechanics
for teWinter 198 quarter."

Sinature/Advising Pjofessor

Sheri D. SheDpard / Assistant Professor
TYPED NAME/TITLE OF ADVISING
PROFESSOR

LLD/sdp 4710C



ATTACHMENT A
CERTIFICATION OF ACADEMIC PROGRESS

Fellow Mr. David A. WagnerUniversity : Stanford University

Subcontract S-789-000-009

PART 1COURSES :Winter Quarter 88-89

Units Number Course Grade

3 ME 239 B Theor. and Comp. Inelasticity ........... A
3 ME 240 A Intro. Fracture oi Solids .............. A
4 ME 301 Thesis, PhD Dissertation - J.C. Simo P
4 ME 301 Thesis, PhD Dissertation - S.D. Sheppard A

PART 2 RESEARCH PROGRESS : Winter Quarter 88-89

Proposed a testing plan to be conducted during ten week visit to Air Force
Wright Aeronautical Laboratory, Fatigue, Fracture and Rellability Group under
the guidance of Dr. George P. Sendeckyj. The tests will verify the path domain
integral S as the crack driving force characterizing thermoinelastic fracture.
The full plan calls for 68 test, 11 of which must be performed to meet the minimum
testing objectives. The proposed plan is currently under review at AFWAL/FDSEC
and at Stanford.

Implemented the finite element constitutive routines for small strain
elasto-viscoplasticity for both plane stress and plane strain in simple four node
displacement based element. Began developing nine node uncoupled thermoinelastic
element for FEAP based on a linear pressure field within each element. This
element will provide numerical simulations of selected tests and further S
investigations.

"I certify that all information
stated is correct and complete."

David A. Wagner

2!-77,



CEPLTIFICATIONW.OF- ACADERIC: PROGRESS

Fe&Tow: 1- Davidk- Wagner

University: Stanford University Subcontract: S-789--000-009" : -

Fellow, to- complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space-is needed.)

Please see Attachment'A Part I

2. Give a detailed description of research and progress toward
dissertation. (Attach sheets if extra space is needed.)

Please see Attachment A Part 2

'I certify that all information
stated is correct and complete."

Signature/Fel lowsyip Recipient

David A. Wagner
TYPED NAME/FELLOWSHIP RECIPIENT

"I certify that Mr. David A. Wagner is making satisfactory academic
progress toward a Ph.D. in the area of Damage Tolerance Characteristics
of Advanced Structural Materials in the discipline of Applied Mechanics
for 1e Fal 1 8 quarter."

ignature/Advis-Vfti Professor'

Sheri D. Sheppard / Assistant Professor

TYPED NAME/TITLE OF ADVISING
POnFEORq

LLD/sdp 4710C

i I "- ~~~~~~~~~~~~~~~~." .......-.. -,. -..' i , ",.,. -..... ...... , ...,.."........ -,, ~



ATTACHMENT A
CERTIFICATION OF ACADEMIC PROGRESS

FeUow Mr. David A. Wagner
University Stanford University
Subcontract S-789-000-009

PART 1 COURSES Autumn Quarter 88-89

Units Number Course Grade

3 ME 239 A Tfleor. and Comp. Inelasticit.v ........... A
5 ME 291 Engineering Problems - S.D. ShevDard A
5 ME 291 Engineering Problems - J.C. Slmo P
2 ME 292 Experimental Problems - S.D. SheDDard A

PART 2 RESEARCH PROGRESS Autumn Quarter 88-89

Successfully Dassed the PhD Qualifying Exam. Formed the reading committee
that will guide and review the remainder of my research and dissertation.

Derived a path domain independent integral for couvled thermoelasticitv
based on the thermodynamic descriDtion. The formulation follows the from the
Eshelby energy momentum tensor aDDroach to describe the force on an elastic
singularity generalized to the couDied thermoelastic problem. The discrete
Lagrangian energy density provides the foundation for the integral conservation
law.

"I certify that all information
stated is correct and comletc."

David A. Wagner



I
CONCURRENCE FORM

The Materials Laboratory requests the continuation of the AFOSR
fellowship for Mr. Dmitry Chizhik, studying Nondestructive Evaluation at
Polytechnic University.

Give a brief statement of laboratory and/or Dr. Dale E. Chimest's
(fellow's mentor) involvement with Mr. Dmitry Chizhik.

14 e- e(a s rx r4 4- LL. EEE

~~~~~ 04 MAY O99Nz*4v

Chief Scientist Date Mentor Date

S-789-000-010

"_+-+'"+ + - * ++"~- --, --. .. ... . .. = .



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Omitry Chizhik

University: Polytechnic University Subcontract: S-789-000-010

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

None taken. Full time work on Dissertation.

2. Give a detailed description of research and progress toward
dissertation. (Attach sheets if extra space is needed.)

A novel acoustic microscope, called the slot-lens
microscope, has been used to image graphite-epoxy composite

samples. The microscope is described in D.A.Davids, P.Y.Wu
and D.Chizhik, "Restricted Aperture Acoustic Microscope Lens

for Rayleigh Wave Imaging", App.Phys.Lett.,April 24,1989. This

instrument is capable of "I certify that all information
resolving anisotropy in stated is correct and complete.'
materials. A study was
begun to create a '___________
theoretical model of StgnatureelowshipRecipient
this microscope. Dmitry Chizhik

TYPED NAME/FELLOWSHIP RECIPIENT

'I certify that Mr. Omitry Chizhik is making satisfactory academic
progress toward a Ph.D. in the area of Nondestructive Evaluation in the
discipline of Electrical Engineering for the Fall 1988-1989 semester.!

SignatureffvsnPreso

Henry L. Bertoni, Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

LLD/sdp 4661C

30 M



CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Rodger 3. Biasca is making satisfactory academic

progress toward a Ph.D. in the area of Space Physics in the discipline of
Aeronautics and Astronautics for the Fall 1988 semester."

Signature/Advising Professor

Daniel Hastings, Class of 1956 Career Development Associate Professor of
TYPED NAME/TITLE OF ADVISING Aeronautics and Astronautics
PROFESSOR

I5
l 5025C

I-



Cu. -R 'ENCE FORM

The Rome Air Development Center requests the continuation of the AFOSR
fellowship for Mr. Andrew B. Baker, studying Expert Systems (Vision) at
Stanford University.

Give a brief statement of laboratory and/or Dr. Northrup Fowler's
(fellow's mentor) involvement with Mr. Andrew B. Baker.

Mr. Baker continues to impress his professors and colleagues with the
breadth and depth of his understanding of the theoretical issues associated
with his research program at Stanford. He is, simply put, one of the best
graduate student in CS at Stanford this decade.

Previous comments about the nature of the relationship between Mr. Baker
and his laboratory sponsor remain valid.

Chief Scientist Date Mentor Date

S-789-000-012



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Andrew B. Baker Quarter: Spring 1989

1 University: Stanford University Subcontract: S-789-000-012

jFellow to complete
1. Courses - Give description of courses and grades received. (AttachIsheet if extra space is needed.)
Computer Science 499. Advanced Reading and Research. Pass

(only offered pass/fail)

J-
II

I2
(Attach sheets if extra space is needed.)

5Worked on developing thesis proposal in the general area of probabilistic
inductive reasoning. Also, prepared a survey article "Nonmonotonic

I' Temporal Reasoning" with Yoav Shoham, to appear.

I

"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Andrptw R- Rakp-
TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4956C

I 



CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Andrew B. Baker is making satisfactory academic
progress toward a Ph.D. in the area of Expert Systems in the
discipline of Computer Science for the Spring 1989 quarter."

Signature/Advising Professor

Michael R. Genesereth, Associate Professor of Computer Science
TYPED NAME/TITLE OF ADVISING
PROFESSOR

4956C



I
I
3 CONCURRENCE FORM

The Rome Air Development Center requests the continuation of the AFOSR
fellowship for Mr. Andrew B. Baker, studying Expert Systems (Vision) at
Stanford University.

Give a brief statement of laboratory and/or Dr. Northrup Fowler's
(fellow's mentor) involvement with Mr. Andrew B. Baker.

Mr. Baker's graduate career at Stanford continues apace. He has passed
both the computer science comprehensive exam and the AI qualifying exam.He is in the process of preparing a thesis proposal and assembling a

committee. This academic year he has had three papers published in refereed
journals. Three Stanford senior scientists, including the Computer Science
Department Chairman, have given me glowing accounts of Mr. Baker's research.

Mr. Baker has had, and continues to have, no direct scientific or technical
involvement with either RADC or his laboratory mentor. He has deflected all
overtures to get more closely involved with AI activities at RADC on the grounds
that his primary research objectives are best served at this moment by remaining
totally within the Stanford environment.

V
I

I Chief Scientist Date Mentor Date

S-789-000-012

iZ7



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Andrew B. Baker Quarter: Winter 1989

University: Stanford University Subcontract: S-789-000-012

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

Computer Science 499. Advanced Reading and Research. 12 units. Pass.

(only offered pass/fail)

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

Produced final versions of 3 papers: "A Simple Solution to the Yale Shooting Problem"
(to appear in Knowledge Representation'89), "Temporal Projection and Explan;tion",

and "A Theorem Prover for Prioritized Circumscription" (the last two, coauthored with
M.L. Ginsberg, and to appear in IJCAI-89).

Satisfied teaching requirements by serving as the teaching assistant for a graduate
course in Artificial Intelligence.

Began work on a thesis proposal, in the area of inductive learning and metalevel
reasoning.
XR "I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Andrew D. B
TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4956C



CERTIFICATION OF ACADEMIC PROGRESS

I certify that Mr. Andrew B. Baker is making satisfactory academic
progress toward a Ph.D. in the area of Expert Systems in the
discipline of Computer Science for the Winter 1989 quarter."

Signature/Advising Professor

Michael R. Genesereth, Associate Professor of Computer Science
TYPED NAME/TITLE OF ADVISIN6
PROFESSOR

4956C

=1
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CONCURRENCE FORM

The Rome Air Development Center requests the continuation of the AFOSR fellowship for

Mr. Andrew B. Baker, studying Expert Systems (Vision) at Stanford University.

Give a brief statement of laboratory and/or Dr. Northrup Fowler's (fellow's mentor'
Involvement with Mr. Andrew B. Baker.

To be brutally frank, Mr. Baker has had no direct involvement with either RADC or
his RADC mentor, Dr. Northrup Fowler I I I, other than to exchange letters or
olectronic mail from time to time. Mr. Baker is on an academic "fast track." He ha
passed nis qualifying exams in near record time, is already doing original research
and is viewea by the Stanford Computer Science faculty as the best graduate studen
in his class. Dr. Nils Nilsson, the chairman of the Computer Science Department a
Stanford wrote to Dr. Fowler in June 1988,

"Andrew 9aker is superl He is already doing research as a first-year student
comes io my research meetings, is taking a class I am teaching, and is Impressin
everybodyl The AF couldn't have picked a better 'Fellow'."

In short, Mr. Baker has all the academic qualities of an outstanding scholar. ThE
generosity of the Air Force, through this fellowship, will be repaid many times over
In the future by discoveries and research contributions of very gifted young peoplE
like Mr. Baker.

The obvious down-side is the loss of near-term return through close Interaction with
the laborarory, whch doesn't seem realistic for the very best people at the very
best universities. How to reconcile this fact with the goals of this program is c
question I eg3.ie to others. If it is important for the Air Force to establisV
contact wi,, the most promising scientists of the next generation, then Mr. Baker
seems a gooG bet!

Chief Scientist Date Mentor Date

S-789-900-012

- - -,.- ... 1. . 7-- .. , .........



I
CERTIFICATION OF ACADEMIC PROGRESS

I Fellow: Mr. Andrew B. Baker Quarter: Autumn 1988

3 University: Stanford University Subcontract: S-789-000-012

Fellow to cmlete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

l CS 499. Independent Reading and Research. 12 Units. Pass.

(this course is a pass/fail course.)

I

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

This quarter, I passed the Artificial Intelligence Qualifying Exam with
distinction. Ml.t of my time was spent studying for this exam. A paper ofImine written last school year, "A Simple Solution to the Yale Shooting Problem,"
was accepted for publication by The First International Conference on Knowledge
Representation md Reasoning to be held in Toronto, May 1989. Some time was
spent on revising this paper. Two other papers (written jointly with Dr. Matthew
L. Ginsberg), "Temporal Projection and Explanation" and "A Theorem Prover for

Prioritized Circamscription," have been completed and submitted for publication.
Presently, I am reading various articles for the purposes o choosing a suitable
thesis topic.

"I certify tfat all information stated is correct and complete."

Signature/Fellowship Recipient

Andrew B. Baker

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4956C
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CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Andrew B. Baker is making satisfactory academic
progress toward a Ph.D. in the area of Expert Systems in the
discipline of Computer Science for the Autumn 1988 quarter."

Signature/Advising Professor

TYPED NAMETITLE OF ADVISING
PROFESSOR

Michael R. Genesereth, Associate Professor of Computer Science

4956C



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Andrew C. Bartlett Semester: Summer 1989

University: University of Massachusetts Subcontract: S-789-000-013

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

See attached sheets

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

See attached sheets

NI certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Andrew C. Bartlett

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 5202C



CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Andrew C. Bartlett is making satisfactory academic

progress toward a Ph.D. in the area of Nonlinear Flight Mechanics with
Emphasis on Robust Flight Control in the discipline of Electrical
Engineering for the Summer 1989 semester."

signature/Advising Professor

C. V. Hollot, Assistant Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

4888C
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1. Courses taken while in PhD program.

Dept. No. Course Title Credits Grade

Fall 1986

BIE 608 SIGNAL THEORY I 3 A
BM 785 A STOCHASTIC CONTROL 3 AB
MATH 411 ABSTRACT ALGEBRA I 3 A
MATH 597A MATHEMATICAL ANALYSIS 3 A
B 793 SEMINAR 1 Satisfactory

Spring 1987

BE 785A ADAPTIVE CONTROL 3 A
BCE 785B ROBUSTCONTROL 3 A
BE 899 PH D DISSERTATION 4 In Progress
BM 794 SEMINAR 1 Satisfactory

Fall 1987

MATH 623 REAL ANALYSIS I 3 B
MATH 671 TOPOLOGY I 3 AB
SE 597G ROBOTIC: ANAL & CONT Audit
BE 899 PH D DISSERTATION 3 In Progress
BCE 793 SEMINAR 1 Satisfactory

Spring 1988

MATH 624 REAL ANALYSIS II Audit
BCE 899 PH D DISSERTATION 9 In Progress
BCE 794 SEMINAR 1 Satisfactory

Fall 1988

SCE 899 PH D DISSERTATION 9 In Progress
SE 794 SEMINAR 1 Satisfactory

Spring 1989

SE 899 PH D DISSERTATION 9 In Progress
SCE 794 SEMINAR I Satisfactory



2. Research and Progress Tcward Dissertation

During the summer semester 1988, 1 continued to do research in the
area of robust control. This research focused on the analysis and
control of systems with parametrically described uncertainties.
Approximately three-fourths of the research results which will
comprise my dissertation have been completed. Part of this time
was spent writing papers for conferences and journals.



CONCURRENCE FORM

The Flight Dynamics Laboratory requests the continuation of the AFOSR
fellowship for Mr. Andrew C. Bartlett, studying Nonlinear Flight
Mechanics at The University of Massachusetts.

Give a brief statement of laboratory and/or Dr. Siva Banda's (fellow's
mentor) involvement with Mr. Andrew C. Bartlett.

Mr Andrew Bartlett's technical contributions in the area of robust control
have been outstanding. He spent the Summer of 1988 in the Flight Dynamics
Laboratory working with Dr Siva Banda. Their work resulted in a conference
paper and a journal paper. Since then, Dr Banda interacts with Mr Bartlett
over the telephone regarding the state of the research in this general area.
Mr Bartlett also receives copies of the papers that Dr Banda's Group writes
for various conferences and journals. Nr Bartlett's increased interest on
the problem of parametric uncertainty and robust control is a direct conse-
quence of Dr Banda's involvement with him.

The Flight Dynamics Laboratory is extremely pleased with Mr Bartlett's
accomplishments.

e . , . 8 Jun 89

hief Sc t Date Mentor Date

S-789-000-013

=1 7



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Andrew C. Bartlett Semester: Spring 1989

University: University of Massachusetts Subcontract: S-789-000-013

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

See attached sheets

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

See attached sheets

"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Andrei C. Bartlett

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 5202C

t. ;771.0237"=77



I

CERTIFICATION OF ACADEMIC PROGRESS

'I certify that Mr. Andrew C. Bartlett is making satisfactory academic
progress toward a Ph.D. in the area of Nonlinear Flight Mechanics with
Emphasis on Robust Flight Control in the discipline of Electrical
Engineering for the Spring 1989 semester.'

SignatureVAdvising Professor

1 C. V. Hollot, Assistant Professor
TYPED NAME/TITLE OF ADVISING

* PROFESSOR

4888C

U
I
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1. Courses taken while in PhD program.

Dept. No. Course Title Credits Grade

Fall 1986

ECE 608 SIGNAL THEORY I 3 A
ECE 785A STOCHASTIC CONTROL 3 AB
MATH 411 ABSTRACT ALGEBRA I 3 A
MATH 597A MATHEMATICAL ANALYSIS 3 A
ECE 793 SEMINAR 1 Satisfactory

Spring 1987

ECE 785A ADAPT I VE CONTROL 3 A
ECE 785B ROBUST CONTROL 3 A
ECE 899 PH D DISSERTATION 4 In Progress
ECE 794 SEMINAR I Satisfactory

Fall 1987

MATH 623 REAL ANALYSIS I 3 B
MATH 671 TOPOLOGY I 3 AB
ECE 597G ROBOTIC: ANAL & CONT Audit
ECE 899 PH D DISSERTATION 3 In Progress
ECE 793 SEMINAR I Satisfactory

Spring 1988

MATH 624 REAL ANALYSIS II Audit
ECE 899 PH D DISSERTATION 9 In Progress
ECE 794 SEMINAR I Satisfactory

Fal 1 1988

ECE 899 PH D DISSERTATION 9 In Progress
ECE 794 SEMINAR I Satisfactory

Spring 1989

ECE 899 PH D DISSERTATION 9 In Progress
ECE 794 SEMINA,, I Satisfactory

:1 - -J ;-'' " ; D -;"''- :-. ..,.-'. .? .;.';" ' "; : .... . . ; "' r-.- ' :".". : :,i:_ . '



2. Research and Progress Toward Dissertation

During the spring semester 1988, I continued to do research In the area of
robust control. This research focused on the analysis and control of
systems with parametrically described uncertainties. Approximately one
half to two thirds of the research results which will comprise my
dissertation have been completed. Part of this time was spent writing
portions of my proposal and dissertation.



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Andrew C. Bartlett Semester: Fall 1988

University: University of Massachusetts Subcontract: S-789-000-013

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

See Attached Sheets

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

See Attached Sheets

"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Andrew C. Bartlett

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 52 cz



CERTIFICATION OF ACADEMIC PROGRESS

NI certify that Mr. Andrew C. Bartlett is making satisfactory academic

progress toward a Ph.D. in the area of Nonlinear Flight Mechanics with
Emphasis on Robust Flight Control in the discipline of Electrical
Engineering for the Fall 1988 semester.'

Sig n4atureAdvl sing Professor

C. V. Hollot, Assistant Professor
TYPED NAME/TITLE OF ADVISING
PROFESSOR

4888C
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1. Courses taken while in PhD program.

Dept. No. Course Title Credits Grade

Fall 1986

BE 608 SIGNAL THEORY I 3 A
BCE 785 A STOCHASTIC CONTROL 3 AB
MATH 411 ABSTRACT ALGEBRA I 3 A
MATH 597 A MATHEMATICAL ANALYSIS 3 A
BCE 793 SEMINAR 1 Satisfactory

Spring 1987

BCE 785 A ADAPTIVE CONTROL 3 A
BEM 785B ROBUSTCONTROL 3 A
BCE 899 PH D DISSERTATION 4 In Progress
BE 794 SEMINAR 1 Satisfactory

Fall 1987

MATH 623 REAL ANALYSIS I 3 B
MATH 671 TOPOLOGY I 3 AB
BE 597G ROBOTIC: ANAL & CONT Audit
BE 899 PH D DISSERTATION 3 In Progress
BCE 793 SEMINAR 1 Satisfactory

Spring 1988

MATH 624 REAL ANALYSIS II Audit
IE 899 PH D DISSERTATION 9 In Progress
BCE 794 SEMINAR 1 Satisfactory

Fall 1988

BE 899 PH D DISSERTATION 9 In Progress
BCE 794 SEMINAR 1 Satisfactory



2. Research and Progress Toward Dissertation

During the fall semester 1988, I continued to do research in the area
of robust control. This research focused on the analysis and control
of systems with parametrically described uncertainties.
Approximately one half to two thirds of the research results which
will comprise my dissertation have been completed. Part of this time
was spent writing portions of my proposal and dissertation.I

I
I
U
I
U
I
I
I
I

I
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CONCURRENCE FORM

The Human Research Labortory requests the continuation of the AFOSR
fellowship for Ms. Emily Dibble, studying Cognitive Psychology/Basic
Skills at The University of Washington.

Give a brief statement of laboratory and/or Dr. Sherrie P. Gott's
(fellow's mentor) involvement with Ms. Emily Dibble.

Chief Scientist Date Mentor Date

S-789-000-014

I7 i



CERTIFICATION OF ACADEMIC PROGRESS

p
"I certify that Ms. Emily Dibble is making satisfactory academic progress
toward a Ph.D. in the area of Cognitive Psychology/Basic Skills in the
discipline of Behavioral Science for the FAIJ 1988 quarter."

Si hature/Ad inP rofessor

Lee Roy Beach, Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

4888C



CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Ms. Emily Dibble is making satisfactory academic progress
toward a Ph.D. in the area of Cognitive Psychology/Basic Skills in the
discipline of Behavioral Science for the Winter 1987 quarter."

71gnature/AdV si ofessor

Lee Roy Beach, ProfessoT
TYPED UAE/TITLE OF ADVISING
PROFESSOR

4888C

i 1~- -.



U CERTIFICATION OF ACADEMIC PROGRESS

I Fellow: Ms. Emily Dibble QUARTER: Fai Iq

University: University of Washington Subcontract: S-789-000-014

I Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

3 pirosaC

"I certify that all information stated is correct and complete."

S ignature/t 0 Kecipient

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 5041C

!



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Ms. Emily Dibble QUARTER: Winter 1987

University: University of Washington Subcontract: S-789-000-014

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

i rep5A cM m+ 4

2. Give a description of research and progress toward dissertation.

(Attach sheets if extra space is needed.)

P/o 0~ - 's/ n re/i hve tfercetid dec~~

4 ~ ~ ~~Pfot-W aLpek.rc I~~ CrIc4f. Iii alj C P'I1S

"I certify that all information stated is correct and complete."

signature/5e owsnlp Recipient

6M+ILY D'T13LE
TYPED NAME/FELLOwSHIP RECIPIENT

LLD/sdp 5041C

-- -C C ...................................



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Ms. Helen E. Gainey Semester: Summer 1989

University: Clemson University Subcontract: S-789-000-015

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach

sheet if extra space is needed.)

ix/ad

Ch E 803 Advanced Transport Phenomena A
Ch E 804 Chemical Engineering Thermodynamics B
Ch E 805 Chemical Engineering Kinetics B
Ch E 814 Applied Numerical Methods in Process Simulation A
Ch E 823 Mass Transfer and Stagewise Contact Operations A
EM 630 Mechanics of Composite Materials A
EM 831 Theory of Elasticity I A
Mthsc 634 Advance1 Engineering Mathematics A
Mtbsc 800 Probability A
E M 845 Intermediate Dynamics A

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

Please see attached sheet

"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

t e l e n E l iz a h t h t-n i
TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4957C.

I%



Qualifying examinations for the Ph. D. degree were successfully completed in May 1988.
The remainder of this year was spent spinning, heat-treating, and testing circular and
trilobal fibers of equivalent cross-sectional area. This work confirmed the phenomena of
increased strength on variation of cross-sectional shape. The results of this work were
presented at the International Carbon Conference (Newcastle, UK) and the Fibertex
Conference (Greenville, S. C.) in the fall of 1988.

During the spring of 1989, the single filament data analysis methods were developed in
more detail. Two methods hn.e been developed thus far. The first, mid most important,
method is a bimodal Weibull analysis which will yield parameters spanning data at all
gauge lengths of a given shape. This allows discerning between two different failure
modes, the relative severity of each, and their contribution to the failure frequency at each
gauge length. By comparing the results for different shapes, some indication of a change
in flaw distribution and failure mode resulting from a change in shape should be
apparent. The second analysis method which will be used is a distribution based on
brittle failure theory which assumes all failure occurs at surface flaws. The quality of the
fit obtained from this method will be used to indicate how well this assumption is upheld
for each shape.

Currently, circular, trilobal, and c-shape pitch-based carbon fibers are being produced
and tested by the single filament method. These fibers have equivalent thicknesses so
that any differences in strength due to differing heat treatment conditions seen by interior
portions of the various shapes should be negligible. The data will be analyzed by the
methods described above to compare strength and fiber quality. In the fall of 1989, the
fabrication and testing of unidirectional composites from fibers of these three shapes will
begin as the first step in investigating the effect of fiber shape on composite performance.



CERTIFICATION OF ACADEMIC PROGRESS
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progress toward a Ph.D. in the area of Materials Science in the
discipline of Engineering for the Summer 1989 semester."

Signature/A kng Professor--

Danny D. Edie/Professor of Chemical Engineering
TYPED NAME/TITLE OF ADVISING
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CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Ms. Helen E. Gainey Semester: Spring 1989

University: Clemson University Subcontract: S-789-000-015

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

Ch E 803 Advanced Transport Phenomena A
Ch E 804 Chemical Engineering Thermodynamics B
Ch E 805 Chemical Engineering Kinetics B
Ch E 814 Applied Numerical Methods in Process Simulation A

Ch E 823 Mass Transfer and Stagewise Contact Operations A
E M 630 Mechanics of Composite Materials A
EM 831 Theory of Elasticity I A
Mthsc 634 Advanced Engineering Mathematics A
Mthsc 800 Probability A

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

Please see attached sheet

01 certify that all information stated is correct and complete."

Signature/Fellowship Recipient _

Helen E, Gainey
TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4957C



The first phase of this research project involves investigating the effect cross-sectional
shape on pitch-based carbon fiber performance. Round and trilobal fibers were spun,
heated-treated, and subjected to single filament testing to determine ultimate tensile
strength. The data was analyzed using a statistical distribution based on Weibull theory.
The results were published in two articles: Failure Analysis of Pitch-Based
Carbon Fibers (Fibertext Conference, Proceedings, September, 1988) and Flaw
Distributions in Noncircular Carbon Fibers (International Carbon Conference,
Proceedings, September, 1988). This study confirms the findings of initial research
which indicate that certain noncircular fibers are stronger than circular fibers. In
addition, it has led us to believe that valuable information on the effect of shape can be
gained by analyzing the data using a variety of distributions which are based on different
assumptions about flaw distributions and failure mechanisms. By comparing the quality
of the fits obtained from each distribution, we should be able to determine which
assumptions are most appropriate for a given shape. This phase of the research project
should be completed during the summer of 1989.

The second phase of the project deals with determining the effect of fiber shape on
composite performance. Fabrication and testing of unidirectional composite sample
should begin in the fall of 1989. It is expected that the failure of the composite samples
will be modeled using finite element analysis and the results of single filament testing
obtained in Phase I.
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CON(WRRDCE FOM

The School of Aerospace Medicine requests the continuation of the AFOSR

fellowship for Mr. Edward Gellenbeck, studying Knowledge Acquisition and

Artificial Intelligence Techniques at Oregon State University.

Give a brief statement of laboratory and/or Dr AlbaneseI s- (fellow's

mentor) involvement with Mr. Edward Gellenbeck.
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CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Edward M. Gellenbeck Semester: Summer 1989

University: Oregon State University Subcontract: S-789-000-016

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

CS 503 -- Thesis Credit

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

Continue work on beacons and program Comprehension

I
"I certify that all information stated is correct and complete."

SignrturelFellowship Recipient

*i :dward 2. Gelle nbee-

TYPED NAME/FELLOWSHIP RECIPIENT

I5
LLD/sdp 5079C
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CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Edward M. Gellenbeck is making satisfactory academic
progress toward a Ph.D. in the area of Knowledge Acquisition and
Artificial Intelligence Techniques in the discipline of Computer Science
for the Summer 1989 quarter.'

Sigrat re/Advising Professor
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TYPED NAME/TITLE UF ADVISING
PROFESSOR

Curtis Cook, Major Advisor
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CONCURRENCE FORM

The School of Aerospace Medicine requests the continuation of the AFOSR
fellowship for Mr. Edward M. Gellenbeck, studying Knowledge Acquisition
and Artificial Intelligence at Oregon State University.

Give a brief statement of laboratory and/or Dr. Albanese
(fellow's mentor) involvement with Mr. Edward M. Gellenbeck.
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CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Edward M. Gellenbeck Semester: Spring 1989

University: Oregon State University Subcontract: S-789-000-016

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

ST453 -- Experimental Design Grade: 'A'

CS503 -- Thesis

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.'

Continued looking at the role of beacons in proqram comprehension.

Conducted a pilot study designed to use exDerienced pronrammers to
identify eqrmmere be ons

"I certify that all information stated is correct and complete."

signature/Fellowship Recipient

Edward M. Gellenbeck
TYPED NAME/FELLOWSHIP RECIPIENT
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CONCURRENCE FORM

The School of Aerospace Medicine requests the continuation of the AFOSR
fellowship for Mr. Edward M. Gellenbeck, studying Knowledge Acquisition
and Artificial Intelligence at Oregon State University.

Give a brief statement of laboratory and/or Dr. Albanese
(fellow's mentor) involvement with Mr. Edward 1.1. Gellenbeck.
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Fellow: Mr. Edward M. Gellenbeck Semester: Fall 1988
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1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)
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2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

"I certify that all information stated is rorrect and complete."

Signature/Fellowship Recipient

Edward M. Gelenbeck
TYPED NAME/FELLOWSHIP RECIPIENT
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CERTIFICATION OF ACAJEMIC PROGRESS
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CONCURRENCE FORM

The Materials Laboratory requests the continuation of the AFOSR
fellowship for Mr. Michael A. Hubbard, studying Nonlinear Optics at
Northwestern University.

Give a brief statement of laboratory and/or Dr. Griffith's (fellow's
mentor) involvement with Mr. Michael A. Hubbard.

Mr. Hubbard's work is well within the type of efforts and interest:
of this Laboratory. The materials and the concept of engineered
nonlinear optical properties is sound and deserves continued
support.

Chief Scientist Date Mentor Date

GORDON} H. GRIFFITH, Chief
6pctronic and Optical Materials Branch
.itro.agnetic Materials & Survivability Div
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CERTIFICATION OF ACADEMIC PROGRESS
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University: Northwestern University Subcontract: S-789-000-017

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

See ot

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

Se e

"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Michael A. Hubbard

TYPED NAME/FELLOWSHiP RECIPIENT
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I
"I certify that Mr. Michael A. Hubbard is making satisfactory academic
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CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Michael A. Hubbard Quarter: Spring 1989

University: Northwestern University Subcontract: S-789-000-017

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
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2. Give a description of research and progress toward dissertation.
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"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Michael A. Hubbard

TYPED NAME/FELLOWSHIP RECIPIENT
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CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Michael A. Hubbard is making satisfactory academic
progress toward a Ph.D. in the area of Nonlinear Optics in the discipline
of Chemistry for the Spring 1989 quarter."

Signature/AdV sing Professor

Tobin J. Marks/Professor of Chemistry
TYPED NAME/TITLE OF ADVISING
PROFESSOR
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CONCURRENCE FORM

The Materials Laboratory requests the continuation of the AFOSR
fellowship for Mr. Michael A. Hubbard, studying Nonlinear Optics at
Northwestern University.

Give a brief statement of laboratory and/or Dr. Griffith's (fellow's
mentor) involvement with Mr. Michael A. Hubbard.

OYN

Chief Scientist Date Mentor Date
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CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Michael A. Hubbard Quarter: Summer 1989

University: Northwestern University Subcontract: S-789-000-017

Fellow to complete

1. Courses - Give description of courses and grades rece 4ved. (Attach
sheet if extra space is needed.)

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Michael A. Hubbard

TYPED NAME/FELLOWSHIP RECIPIENT
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CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Michael A. Hubbard is making satisfactory academic
progress toward a Ph.D. in the area of Nonlinear Optics in the discipline
of Chemistry for the Winter 1989 quarter."

Signature/AdO sing Professor

Tobin J. Marks/Professor of Chemistry
TYPED NAME/TITLE OF ADVISING
PROFESSOR
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CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Michael A. Hubbard is making satisfactory academic
progress toward a Ph.D. in the area of Nonlinear Optics in the discipline
of Chemistry for the Spring 1989 quarter."

Signature/Ad sing Professor

Tobin J. Marks/Professor of Chemistry
TYPED NAME/TITLE OF ADVISING
PROFESSOR
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Fellow: Mr. Michael A. Hubbard Quarter: Winter 1989

University: Northwestern University Subcontract: S-789-000-017

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

see 0Cha

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

"I certify that all information stated is correct and complete."

Signature/Fellowship Recipient

Michaei A. Hubbard

TYPED NAME/FELLOWSHIP RECIPIENT
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CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Michael A. Hubbard is making satisfactory academic
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Presentations made in compliance with Ph.D. requirements.

1. Divisional Seminar
Halide glasses: structures and properties
Februrary 10, 1989

2. Original Research Proposal
Synthesis and Characterization of Boron Phosphides
by Pyrolysis of a Preceramic Polymer.
May 2, 1989

Other Presentations

1. Seminar
Poled Polymeric Nonlinear Optical Materials
Wright Patterson AFB
May 26, 1989



Summary of Research Winter 1989 through Summer 1989.

We have previously shown that optically transparent epoxy m
be doped with a non-reactive nonlinear optical chromophore and th
simultaneously electrically poled and chemically crosslinked. T
resulting crosslinked and poled polymer matrices display great
temporal stability (as determined by second harmonic generatio
compared to other poled polymer systems in which the chromopho
is not connected to the host polymer. We believe that th
temporal stability will be enhanced still further by chemical
bonding the chromophores into the crosslinking epoxy matri
Chromophores suitable for incorporation into the crosslinking epc
are not commercially available. Thus this phase of our resear
has been directed at synthesizing a chromophore that contai
functional groups that will chemically" incorporate the chromphc
into the crosslinking epoxy matrix.

The target chromphore A was chosen for several reasons.

A

1) Substituted azobenzenes with electron donating (dimethylamin
electron withdrawing (nitro) groups opposite each other are
convenient for the laser system used here.

2) Aliphatic amine reactive groups were chosen to minimize
interaction with the electronic structure of the remainder o
the molecule. The presence of an aromatic amine moiety on tl
same phenyl ring as the nitro group could greatly affect the
chromophore's charge transfer ability. The aliphatic nature
the reactive groups is also chemically similar to the amine
curing component (believed to be aliphatic).

3) Two aliphatic amine groups were chosen so that the chromopho,
would indeed be polyfunctional and incorporated into the
crosslinking matrix as an internal member and not simply as
end member.

The synthetic scheme followed is shown on the attached figure.

1) Compounds 1 and 3 are commercially available.

2) Compound 2 is prepared from i by reaction with thionyl chloric
in chloroform to give the substituted benzoyl chloride (not
isolat3d). The acyl chloride was amidated by bubbling ammoni
gas through the solution. The amide was recovered and reduce
to the benzylamine with lithium aluminum hydride.

3) Compound 4 is prepared from 3 by reaction with ice cold nitri
acid/sulfuric acid.



4) Compound 5 is prepared from 4 by reduction with lithium alumin
hydride in refluxing THF. Yield is approximately 50 percent.

5) Compound 6 is prepared by stirring 4 with acetic anhydride
pyridine. The diamide preciptates from solution and may be
filtered off and rinsed with ether.

6) Nitration of 6 takes place in nitric acid/sulfuric acid at
degrees C for 3 hours. Nitration occurs both ortho and para
the acetanilide (NHAc) moiety. This was unexpected as
acetanilide is usually a strong para director. Currently we
preparing bulkier diamides using isobutyric anhydride and
trimethylacetic anhydride in order to sterically hinder thp
ortho position.

7) Deamidation of the nitrated diamides proceeds with decomposit
if performed under basic conditioins as shown in the figu!
Hydrolysis to the dihydrochloride salt does take place by
refluxing in 2N 1IC1 for 12 hours.

8) The diazotization and coupling reactions have been attempte
using compounds 2 and 5 at pH 2. The product was not purifi
but the expected change from colorless starting materials
dark red product that was observed (to be expected with thi
sort of system) strongly suggests that coupling occured.
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Summary of Research Winter 1989 through Summer 1989.

We have previously shown that optically transparent epoxy ma
be doped with a non-reactive nonlinear optical chromophore and the!
simultaneously electrically poled and chemically crosslinked. Th.
resulting crosslinked and poled polymer matrices display greate
temporal stability (as determined by second harmonic generation
compared to oth r poled polymer systems in which the chromophor
is not connected to the host polymer. We believe that thi
temporal stability will be enhanced still further by chemicall
bonding the chromophores into the crosslinking epoxy matrix
Chromophores suitable for incorporation into the crosslinking epox
are not commercially available. Thus this phase of our researc
has been directed at synthesizing a chromophore that contain
functional groups that will chemically incorporate the chromphor
into the crosslinking epoxy matrix.

The target chromphore A was chosen for several reasons.

1) Substituted azobenzenes with electron donating (dimethylamino
electron withdrawing (nitro) groups opposite each other are
convenient for the laser system used here.

2) Aliphatic amine reactive groups were chosen to minimize
interaction with the electronic structure of the remainder of
the molecule. The presence of an aromatic amine moiety on the
same phenyl ring as the nitro group could greatly affect the
chromophore's charge transfer ability. The aliphatic nature oi
the reactive groups is also chemically similar to the amine
curing component (believed to be aliphatic).

3) Two aliphatic amine groups were chosen so that the chromophorc
would indeed be polyfunctional and incorporated into the
crosslinking matrix as an internal member and not simply as ar
end member.

The synthetic scheme followed is shown on the attached figure.

1) Compounds 1 and 3 are commercially available.

2) Compound 2 is prepared from 1 by reaction with thionyl chloride
in chloroform to give the substituted benzoyl chloride (not
isolated). The acyl chloride was amidated by bubbling ammonia
gas through the solution. The amide was recovered and reduced
to the benzylamine with lithium aluminum hydride.

3) Compound 4 is prepared from 3 by reaction with ice cold nitric
acid/sulfuric acid.



4) Compound 5 is prepared from 4 by reduction with lithium aluminur
hydride in refluxing THF. Yield is approximately 50 percent.

5) Compound 6 is prepared by stirring 4 with acetic anhydride i:
pyridine. The diamide preciptates from solution and may be

filtered off and rinsed with ether.

6) Nitration of 6 takes place in nitric acid/sulfuric acid at 4
degrees C for 3 hours. Nitration occurs both ortho and para t
the acetanilide (NHAc) moiety. This was unexpected as
acetanilide is usually a strong para director. Currently we ar
preparing bulkier diamides using isobutyric anhydride and
trimethylacetic anhydride in order to sterically hinder the
ortho position.

7) Deamidation of the nitrated diamides proceeds with decompositir
if performed under basic conditioins as shown in the figure
Hydrolysis to the dihydrochloride salt does take place by
refluxing in 2N HCl for 12 hours.

8) The diazotization and coupling reactions have been attempted
using compounds 2 and 5 at pH 2. The product was not purifie
but the expected change from colorless starting materials to
dark red product that was observed (to be expected with this
sort of system) strongly suggests that coupling occured.
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CONCURRENCE FORM

The Avionics Laboratory reauests the continuation of the AFOSR fellowship
for Mr. Raul Valdes-Perez, studying Adaptive Learning Diagnostics at
Carnegie-Mellon University.

Give a brief statement of laboratory and/or Mr Dale Nelson (fellow's
mentor) involvement with Mr. raul Valdes-Perez.

Mr Dale E. Nelson met with Mr Valdes-Perez at Carnegie-Mellon University (CMU)
in May 1989. At this meeting the direction, scope and progress toward the
dissertation was discussed. Mr Valdes-Perez was preparing for the formal
presentation of his dissertation proposal and completing the background
information search. Mr Valdes-Perez is an intelligent, hard-working,
dedicated individual who is making excellent progress toward the completion of
his degree. Mr Nelson was able to suggest sources of information which
might be of help in the performance of the research.

MAARVIN SPECTOR Date 14 AUG ,99 Mentor Date
Director, Avionics Laboratory

5-789-000-018



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Raul Valdes-Perez Semester: Spring 1989

University: arnegie-Mellon University Subcontract: S-789-OOO-O18

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)I . I ; ,

a A

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)
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'I certify that all information stated is correct and complete."

Signature/Fellowship cipient

TYPED NAME/FELLOWSHIP RECIPIENT
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CERTIFICATION OF ACADEMIC PROGRESS

01 certify that Mr. Raul Valdes-Perez is making satisfactory academic
progress toward a Ph.D. in the area of Adaptive Learning Diagnostics in
the discipline of Computer Science for the Spring 1989 semester."

Signature/Advising Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

4960C



CONCURRENCE FORM

The Avionics Laboratory requests the continuation of the AFOSR fellowship
for Mr. Raul Valdes-Perez, studying Adaptive Learning Diagnostics at
Carnegie-Mellon University.

Give a brief statement of laboratory and/or Mr. John Camp's (fellow's
mentor) involvement with Mr. raul Valdes-Perez.

Mr John Camp has been reassigned from AAAF. He has, therefore, been

unavailable to serve as the mentor and Air Force point of contact for
Mr Raul Valdes-Perez. The Avionics Laboratory is recommending that
Mr Dale E. Nelson, Chief of the Advanced Systems Research Group,
WRDC/AAAT-3, be assigned as the mentor. AAAT-3 is responsible for basic
research into neural networks, a perfect match for the research that
Mr Valdes-Perez is pursuing. Mr Nelson will be at Carnegie-Mellon
University for the Industrial Affiliates Review in May and will be in
contact with Mr Valdes-Perez at that time to determine the direction
and progress of the research.

DALE E. NELSON
Chief Scientist Date Mentor Date

S-789-000-018
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CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Raul Valdes-Perez Semester: Fall 1988

University: Carnegie-Mellon University Subcontract: S-789-000-018

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

"I certify that all information stated is correct and complete."

=Signature/Fellowship R&tipient

FRav,k VetAchs- Pere?.
TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4960C



CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. Raul Valdes-Perez is making satisfactory academic

progress toward a Ph.D. in the area of Adaptive Learning Diagnostics in
the discipline of Computer Science for the Fall 1988 semester."

•
Signature/Advising Professor

TYPED NAME/TITLE OF ADVISING
PROFESSOR

4960C
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CONCURRECE FORM

The Armstrong Aerospace Medical Laboratory requests the continuation of the

AFOSR fellowship for Mr. Richard Volpe, studying Robotics at Carnegie-Mellon
University.

Give a brief statent of laboratory and/or Dr. 2aniel Repperger (fellow's
mentor) involvement with Mr. Ricard Volpe.
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3 CONCURRENCE FORM

The Armstrong Aerospace Medical Research Laboratory requests the
continuation of the AFOSR fellowship for Mr. Richard A. Volpe, studying
Robotics at Carnegie-Mellon University.

Give a brief statement of laboratory and/or Dr. Daniel Repperger's
(fellow's mentor) involvement with Mr. Richard A. Volpe.
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Chief Scientist Date Mentor Date

DANIEL REPPERGER
AAI4RL/BBS
WPAFB OH 45433-6573

S-789-000-019
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CERTIFICATION OF ACADEMIC PROGRESS
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3 Certification of Academic Progress for Richard Volpe

1 1. Courses: Thesis Research, grade (A).

1 2. Research:
My research for the summer of 1989 has consisted of initial experimentation with the new

DDARM II computer architecture and refinement of the user interface for this architecture.
The initial experimentation was highlighted by the implementation of our superquadric

artificial potential scheme. The results of this work were presented at The 51h International
Symposium on Robotics Research in Tokyo in August. In summary, we demonstrated the
feasibility of our strategy by running resolved acceleration control in conjunction with two
superquadric artificial avoidance potentials at a control rate of 200 Hz. Stable and successful
goal acquisition and multiple obstacle avoidance was thus achieved.

The major advance in the user interface for the system was the inclusion of a six degrees-
of-freedom joystick that is now used for controlling the movement of the CMU DDARM II.
This provides a mode of control that never before existed for this system. Coupled with the
superquadric avoidance potentials, it is now possible to have an operator move the manipula-
tor through the environment while simultaneously preventing it from inadvertent contact with
obstacles in the environment.

Work has also begun on the integration of a force sensor into the system.

1 3. My involvement with Armstrong Aerospace Medical Research Laboratory has been through
my affiliation with Dr. Daniel Repperger. Dr. Repperger is a member of my Ph.D. committee3 and has been associated with my work in this capacity.
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Certification of Academic Progress for Richard Volpe

1. Courses: Thesis Research, grade (A).

2. Research:
My research for the spring of 1988 has mainly consisted of participation in the construction

a new computer architecture for the CMU DDARM II. Previously it became apparent to us
that modification of the control architecture was desirable due to the complexity of the control
algorithms we have tested and the limitations of our old computer hardware. The goals have been
an improvement in the real-time performance and the flexibility and ease of use of the system.
The new system has been constructed, most of the software has been written, and testing and
debugging is currently taking place.

The following control schemes are currently available with the new system: stiffness con-
trol, damping control, dynamics compensation, impedance control, explicit force control, and
obstacle avoidance using artificial potentials. Others may be easily added under the new design.
Experimentation and data collection/analysis are planned for the immediate future.

3. My involvement with Armstrong Aerospace Medical Research Laboratory has been through
my affiliation with Dr. Daniel Repperger. Dr. Repperger is a member of my Ph.D. committee
and has been associated with my work in this capacity.
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3 Certification of Academic Progress for Richard Volpe

1 1. Courses: Thesis Research, grade (A).

52. Research: My research for the fall of 1988 consisted of two major goals: initial
implementation of, and experimentation with, various hybrid control schemes on the DDARMMI
and participation in the implementation of tactile sensing for the DDARMIL The control schemes
implemented were various forms of hybrid position/force control in Cartesian space. Among
these were algorithms for stiffness control, damping control, dynamics compensation, impedanceS control, explicit force control, and obstacle avoidance using artificial potentials. These algorithms
provided initial experimental data on 'heir viability, and enabled the implementation of tactile
sensing capabilities by a colleague and myself. (A copy of the paper detailing this work is
included.) However, it became apparent to us hat due to the complexity of the control algorithms
tested and the limitations of our computer hardware, that modification of the control architecture
was desirable. Therefore, we set out to design a new architecture. The goal is not only an
improvement in real-time performance, but also an improvement in the flexibility and ease of
use of the system. This work has continued into the spring.

1 3. My involvement with Armstrong Aerospace Medical Research Laboratory has been
through my affiliation with Dr. Daniel Repperger. Dr. Repperger is a member of my Ph.D3 committee and has been associated with my work in this capacity.
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i Real-Time Edge Tracking Using a Tactile Sensor
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3Abstract
Object recognition through the use of input from multiple sensois is an important aspect of an

autonomous manipulation system. In tactile object recognition, it is necessary to determine the location
and orientation of object edges and surfaces. We propose a controller that utilizes a tactile sensor in the
feedback loop of a manipulator to track along edges. In our control system, the data from the tactile
sensor is first processed to find edges. The parameters of these edges are then used to generate a
control signal to a hybrid controller. In this paper, we present theory for tactile edge detection, and an
edge tracking controller. In addition, experimental verification of the edge tracking controller is presented.I
1. Introduction

Object recognition is an important problem in robotics [181, particularly for autonomous manipulation
systems. In the most general form, it is the problem of determining the environment irom sensory data.
The long-term goal of our research is to address the Issue of object recognition using tactile data through
the process of exploring the environment by moving the sensor. We call this approach dynamic object
exploration.

Dynamic object exploration involves scheduling moves of the manipulator based on previously
acquired data in order to create a more complete description of the object that is being explored. Thus,
there is an interaction between manipulation and sensing. In dynamic exploration, the scheduled move
affects the data obtained from the sensor, which in turn at. cts the next move of the manipulator. The
two main steps in dynamic object exploration are: first to create strategies for scheduling manipulator
moves: and second, to develop processing algorithms that will extract features of interest from the
currently available data.

Researchers have actively addressed issues in both of the above mentioned components of dynamic
object exploration and especially so in the context of using tactile data for exploration. Early work in edge

and surface tracking was done by Bajcsy [2]. In this work, the utility of using a tactile sensor to move
about an object to detect feature,. is discussed. Work in object recognition has been done by Allen [1],
Dario, et al (7], Ellis [8], Grimson [10], Klatzky, et al [12], Schneiter [19], and Stansfield [20]. Some of
these groups (7, 121 take the approach of creating tactile subroutines to find particular features of an
object. In this approach, a feature is extracted by calling a specific subroutine that moves and takes the

... priatt measuremefnts with the sensor, Other groups have taken a comoletelv diffe, ent avroach to

object recognition [8, 10, 19]. They have devised algorithms that determine the best p;Ath to approach a
planar polygonal object such that it can be identified in a small number of discrete moves of the sensor.

The area of tac"0lo image processing has received less attontior than object exploration. Work has

° _ -..... . - .. . .* ... . , .. - .. ...



proceeded in both pattern recognition [14], and edge finding [16, 9]. Muthukrishnan, et al [161 developed
a vision-like algorithm to detect edges in a tactile image. In contrast, Fearing and Binford [91 use the
impulse response of their sensor to process the signals to measure the curvature of an object.

At Carnegie Mellon, our research group is addressing multi-sensor based manipulation. The goal of
our research is to incorporate position, velocity, force, vision, and tactile sensors in the real-time feedback
loop to create an autonomous manipulator system. The focus of this paper is to describe the use of a
tactile sensor in the real-time feedback loop for edge tracking. We call this system a dynamic edge
extractor. Our methodology utilizes a tactile sensor mounted on the end-effector of a maniptilator to
obtain data about objects. This system consists of both signal processing and control aspects. The role
of the signal processing module is to find edges in the data from the tactile sensor, while the control
module generates signals to servo the center of the tactile sensor along the edge. In this paper, wef present the theory behind our signal processing and control modules in addition to the results of an
experimental verification of the dynamic edge extractor using the CMU Direct Drive Arm II and a Lord£ LTS-21 0 Tactile Array Sensor.

2. Signal Processing
In this section, we present a bri,. otion of the signal processing required to detect edges in a

tactile image. Further details are presented in [3]. We propose algo:ithms that are based on the physical
properties of the tactile ser,sor. The important charactersitics of our sensor, a Lord LTS-210, are that it
has low spatial resolution and exhibits mechanical cross-talk noise. The noise is due to mechanical
coupling generated by the rubber covering on the sensor. In addition, the background tactile elements
(taxels) have non-zero force readings due only to mechanical cross-talk. Thus, assuming there is no
cross-talk, edges are present at the locations where measured force goes from non-zero to zero. Taking
these properties into account, we have devised an edge detecting algorithm that consists of two steps.
The first step is an adaptive thresholder to remove cross-talk noise, and the second consists of an edge
detector.

2.1. Adaptive Thresholder
The purpose of this filtering stage in our algorithm is to remove the effects of cross-talk noise from the

tactile image. This operation simplifies the process of detecting edges because with no cross-talk noise,
the locations where the force goes from a non-zero value to zero indicate the edges of planar surfaces.
As will be discussed in the following section, the edge detector does not utilize the magnitudes of the
taxels. It only uses the state of each taxel, whether it is zero or non-zero. Thus the filter may distort
magnitude without adverse side effects. In the ensuing discussion of the thresholding algorithm, we show
how this property is utilized.

Tactile images are very noisy. However, the noise of concern exists only at the edges of objects. In
particular, the noise causes taxels that should read a force of zero to have a non-zero value. These
taxels always have values that are less then their neighbors which are directly beneath the object.

46 aka.Inl4ar that #-* ernaa tha annrnt throaie 41 at por tfvaI mmv h~ ad t n rarmwou the
noise. The threshold value is detemined by the neighbors of the current taxel, thus making the

thresholding an adaptive procedure. The proposed algorithm consists of three basic steps:

I
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1. At each pixel, the force value at each of the four-connected neighbors is checked.
2. If any of these neighbors are large enough to have caused the current pixel to be noise

(greater than threshold), the current pixel is set to 0 (no force).

3. Otherwise the pixel Is set to a constant.

The threshold for a given taxel value is the minimum value that a neighbor must have in order for the
original taxel to be cross-talk. Thus, if all neighbors of a taxel are below threshold, the taxel is considered
to be part of the signal. Threshold values are determined through an experimental procedure which is
described in 131. Thresholds obtained with our sensor are summarized in Table 2-1. In this table, the first
column is the cross-talk value, and the second column is the smallest value that will cause that cross-talk
value.

Cross Talk j Minimum Neighbor

2 4
4 10

6 20

Table 2-1: Filter Threshold Values

2.2. Edge Detector
Edge detection in the thresholded tactile image is accomplished very efficiently. This is largely due to

the assumption that the measured force goes to zero on one side of an edge, and is some non-zero value
on the other side of the edge. Since the thresholding step filters out the taxels that have non-zero
readings purely due to cross-talk, all that remains for the edge detector to do is to find those taxels that
are neighbors of taxels with zero values.

Our edge detection algorithm consists of the following steps:
1. For each taxel, the eight-connected neighbors are checked.

2. If at least one of these neighbors is 0, the current taxel is copied to the edge image.

3. Otherwise the corresponding taxel in the edge image is set to 0.

This algorithm is very fast and minimally distorts the size, shape and position of the object. What does
not come out of the algorithm is an estimate of the slope of the edges. Vision researchers have
recognized that slope provides a considerable amount of information about the edge [6,16. However,
since tactile images are small, they are simple in structure, and simply finding the position of edges
appears to be sufficient for higher-level processing. In addition, standard vision edge operators that do
provide this information have a number of undesirable characteristics for taction, such as edge spreading
and high computational requirements. The slope of object edges may be obtained by combining the
tactile and position information as the sensor tracks along the edge of an object.

I .
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3. Control
In this section, we discuss the control aspects of dynamic edge extraction (4]. The edge tracker starts

on an edge and uses the extracted parameters of the edge to generate control signals to move along that
edge. The control scheme is hierarchical, with the tactile controller wrapped around a cartesian space
hybrid controller. In the ensuing paragraphs, we describe both the hybrid controller used in our scheme
and the tactile controller.

3.1. Hybrid Controller

74

Figure 3-1: Sensor Coordinate Frame

Hybrid force and position control provides the ability to control both forces on the end effector and
position of the sensor, [17]. Figure 3-1 depicts the sensor frame coordinate axis. The shaded box shows
the face of the sensor. The x and y axis lie in the plane of the sensor, and the z axis (not shown) points
out of the page. For tactile sensing, we control the normal force, and torques about the x and y axis of the
sensor. Position is controlled in the xy plane, and about the z axis of the sensor. Normal force control Is
necessary to ensure that the tactile data is within the middle of the operating range [3). High forces
change the sensor cross-talk characteristics, ana low forces result In a very low signal to noise ratio.
Controlling torques about the x and y axis of the sensor allows tracking of surfaces that are not flat.
Specifically, te desired torques are set to zero in order to place the sensor as flush as possible against
the surface. Position control in the plane of the sensor is used because the processed sensor data
provides information about the surface in the xy plane of the sensor. Thus, it is in this plane that we
generate position control signals. Further, we control rotation about the z axis of the sensor. In summary,
the hybrid controller commands position/orientation in three degrees of freedom, and commands
force/torque in the other three. The x and y positions, and the rotation about the z axis of the end effector
are controlled. Torques about the x and y axis, and force along the z axis are controlled.

3.2. Edge Tracking Controller
The edge tracking controller utilizes the edges extracted from tactile images to generate new reference

signals for the hybrid arm controller. Edge tracking is initiated by positioning the tactile sensor on an
edge. Through the edge detection technique discussed in the preceding section and the Modified

. ^u-... T ne4,.ntm £1AAWT% r9i tmir imnlImantztinn nf tho l-lniinh Trnncfnrm th trarkr fin.i the
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parameters of the edge. The tracker queries a higher level process to determine which direction to travel,
and begins to move the end effector in that direction. After this startup, the edge tracker functions
independently of higher level input, utilizing a weighted least squares line fit to the data to determine the
current parameters of the line. The Hough Transform is also performed every cycle to determine if any
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new edges have become visible. Each time through the loop, ttie robot's reference position is set to be
the end point of the line segment on the sensor. Thus, if the edge extends past the end of the sensor, the

point where the line intersects the edge of the sensor is selected as the goal point. As the end of a edge
becomes visible to the sensor, the reference position is set to the actual end of the edge. In addition, a
reference velocity Is set such that the end effector should arnve at the reference position at the same time

that a new reference position is generated.

Now we consider the controller in detail. Figure 3-2 is a block diagram of the edge tracker. Starting at

the upper right corner of the diagram, the tactile sensor is mounted at the end effector of the manipulator.
The touch image is first thresholded, with the adaptive threshoider algorithm discussed In Section 2. The

thresholded image is then sent to both the edge detector and the force estimator.

The Estimate e re box computes a reference force such that the taxels operate in the middle of their[IPrange. Specifically, it takes the thershoided image and counts the number of taxels that are non-zero.
The number of non-zero taxels multiplied by the area of each taxel is an estimate of the area of the
sensor that is covered by obects. A desired normal force to the sensor may then be generated by
dividing thhefuid sae fo t area in contact with the surface. Full scal fore foedg e the otal force to

drive all taxels to mid-range when the entire sensor is on a flat surface.

T Now, we return to the output of the adaptive thresholder. The thresholded image is passed through the
edge detector (discussed in Section 2) and the result is sent to a weighted least squares line parameter
estimator. This algorithm is used to estimate the slope and intercet of the edce based on the slope and

intercept computed in te ultiplied by the previouscycle. Aldatanpointsainthe image are weighted with a gaussian
function, with a = 0.75. A standard deviation of 0.75 was determined from our experimental work to be
the best compromise for both accurate line fitting and adapting of line parameters. The weighting function
is oriented such that data points located on the predicted location of the line have the highest weight. As

the perpendicular distance of a point to the predicted line increases, the weight of that point decreases.



5

Use of this weighting function allows us to pass all of the data points to the line fitting algorithm without
pre-processing to remove points that don't appear to be on the line. After the slope and intercept
parameters for the edge are determined, the data points in the Image corresponding to that line are
removed. Also, the end points of the line are determined at this stage. These computations are the same
as those performed by the MAHT, the details of which are discussed in [5]. The point removal and end
point computation are part of the Weighted Least Squares box in the block diagram.

Th~e weighted least squares computation requires an estimate of the parameters of the previous line
segment in the current frame. The Predict Line Parameters box in the diagram performs this operation.
The end effector will have translated and possibly rotated since the previous set of line parameters were
determined. Thus the slope and intercept stored from the previous cycle must be updated to reflect this
change. The predictor calculates the parameters of the current line based on the parameters of the
previous line, the position of the end effector in the previous cycle, and the current position.

The remaining Mrnage is passed on to the Modified Adaptive Hough Transform. The MAHT extracts
multiple lines of arbitrary slope from low signal to noise input data. Any line segments other than the one
being currently tracked will be detected by this algorithm. If there are no edges remaining in the image,
the transform exits, and the parameters and end points determined by weighted least squares are passed
through the Selector. If there are new line segments, the higher level process will be informed. At this
point a new line segment may be selected for tracking. When a new segment is selected, the Selector

passes the parameters determined by MAHT to the predictor, and the end points determined by MAHT to
the Choose Goal Point process.

Finally, Choose Goal Point determines which of the two end points of the segment should be set as the
new reference position for the robot. The choice is made such that the robot continues to move in the
same direction that it has been moving. The reference velocity is set to the distance to the new goal
position divided by the edge tracking sampling period.

3.3. Discussion
The design of the edge tracking controller has several desirable properties. Specifically, it handles the

of ends of segments smoothly, it can track curves In addition to straight lines, and the design is tolerant of
any size sensor and data rate. In the following paragraphs, we discuss each of these points in some
detail.

As the tactile sensor approaches the end of a line segment, the controller slows the arm down. When
the center of the sensor reaches the end point, the arm stops. This action is a natural consequence of
the way that new reference points for the hybrid controller are generated. In each cycle, the visible end of
the line segment is chosen as the new reference point. Hence, before the end of the line is under the
sensor, the point where the line leaves the sensor is the reference point. However, as the end point
becomes visible, the controller chooses that point as the goal. This new goal point is closer to the center
of the sensor than the edge of the sensor, and as a result, the velocity of the arm decreases. As the
cener o ihe senwoi guib ,Obsn to6 the ca tle sugmiaizt, thla ar otiwinues tG s10-VO-10,61., ,U41 4 stops
when the segment end is below the center of the sensor. This allows the arm to accurately position itself
at the end of the segment, and provides an easy way to detect the end of a line segment.

Gradual curves appear as piecewise straight lines to the tactile sensor, allowing it to track them. In
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each cycle, new line parameters are fit to the segment of the curve that is under the sensor by the
weighted least squares method. The parameters that control the weighting are the line parameters from
the previous cycle. The old parameters will not be correct, as both the slope and Intercept of the new
section of the curve may be different. However, the old values are close enough to the correct ones that
the weighting function will still be in approximately the correct location, and weighted least squares will
extract the correct new parameters. Thus, the procedure of adapting the line parameters each cycle
allows the system to track curves in addition to straight lines.

The sampling rate of the sensor only affects the maximum tracking velocity. As discussed above, the
reference point for the hybrid controller is set to the intersection of the line with the edge of the sensor.
Further, the reference velocity is set to the length of the new reference trajectory divided by the cycle time
of the controller, T. As the sampling rate of the sensor decreases, T Increases. Thus, desired velocities
are reduced, and the reference points are placed closer together. In this scheme, there Is no danger of
the manipulator traveling faster than new data arrives.

4. Experimental Apparatus
In this section, we describe the hardware used in our laboratory to implement the tactile edge follower.

The hardware consists of the CMU DD Arm II, control computers, a Lord Force/Torque sensor, and a
Lord LTS 210 Tactile Array Sensor. The tactile control software is run on a Sun 3 computer.

4.1. Control Computers
The hardware of the DD Arm II control system consists of four integral components: the Sun

workstation, the Motorola M68000 microcomputer, the Maenco processors and the TMS-320
microprocessor-based individual joint controllers. All of the computers, with the exception of the Sun are
connected through a common Muibus backplane. The Eurocard Sun 3 Is connected to the backplane
through a serial line and interface card, operating at 4800 Baud. A simple packet based communications
scheme between the M68000 Coordinating Processor and the Sun operates over this serial connection.

Previous control work included the development of the customized Newton-Euler equations for the
CMU DD Arm II which achieved a computation time of I ms on the Marinco processor. The datails of the
customized algorithm, hardware configuration and the numerical values of the dynamics parameters are
presented in (111. For tactile sensing, we run a cartesian position controller on one of the Marinco boards,
while gravity compensation torques are computed on the other Marinco. The edge tracking controller
runs on the Sun. Each cycle, new reference positions are sent from the Sun to the 68000, and the
current position is transmitted from the 68000 to the Sun.

4.2. Lord LTS 210 Tactile Array Sensor
To perform our taction experiments, we added a Lord LTS-210 tactile array sensor to the DD Arm II

system. This sensor is mounted at the end-effector of the romot. The sensor Is an array of 10 x 16
,monts ..... ... 1 nt, -r, , 1. E::r.h ansi.nn ita i n small nll linrar ,M IrntetI iirh that aq it i.n

depressed, it blocks the light path between a LED and a photodiode [15]. Sixteen different increments in
deflection may be read for each site in the sensor. A sheet of rubber protects the top surface of the
sensor, but also mechanically couples the sensing sites. The sensor is interlaced to the Sun 3 through a
9600 Baud serial line.
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5. Experimental Results with the CMU Direct Drive Arm II
In the ensuing paragraphs, we present the results of two different edge tracking experiments along with

some observations about the use of a tactile sensor for edge tracking. First, we discuss a change in the
thresholds used by the adaptive thresholder, and our strategy for orienting the tactile sensor for edge
tracking. Then, we show the trajectory followed by the manipulator while tracking both straight and
curved edges. The straight edge experiment allows us to view the accuracy of the tracking system, while
the curved edge experiment shows the line parameter adaptation capability.

3 5.1. Observations
Our experiments to determine the threshold values for the adaptive thresholder show that taxel values

of 2 are noise if there is a four connected neighbor of value 4 or greater [31. During early edge tracking
experiments, however, we found that after the sensor is moved over a surface for a distance of a few
centimeters random 2's appear in the image. Thus, motion of the sensor against a surface makes force
values of 2 unreliable. To compensate for this phenomena, the adaptive thresholder parameters were
adjusted to always filter out twos regardless of the force on neighbors. No side effects In system
capability are produced by the elimination of 2 as a usable force value. As discussed in Section 3, forces
on the sensor are maintained above 2 for best utiliza,,on of the sonsor.

We track edges with the sensor oriented euch that it only contacts the edge, and not the surfaces of the
object. Although the algorithms pressn'ed in the previous sections are general and may be used to track
edges with the sonsor in contact with the surface, we found that the friction between the object and the
sensor is very high when the system is used in this mode. With our approach, two effects combine to
reduce the friction. First, less area is in contact with the surface since the sensor is only contacting a line,
instead of a plane. Second, a lower normal force is required. The normal force necessary to operate the
sensor in the mid-region is proportional to the area of the sensor in contact with the surface. Each taxel In
contact with the surface must experience a force large enough to keep it in operating range. Thus the
normal force that must be exerted by the manipulator is approximately the product of the force each taxel
requires and the number of active taxels. Lower forces on the sensor not only help to reduce theIrequirements placed on the manipulator, but also reduce wear on the sensor.

5.2. Edge Tracking
Figure 5-1 shows the result of tracking a straight edge on a metal box. In each cycle, the position of

the end effector was recorded. Dots in the graph correspond to these end effector positions. Thus, the
graph shows the distance between samples in addition to the robot's trajectory. The dashed line in the
figure is an approximation of the location of the actual edge and is included for reference. This reference
line is nearly indistinguishable from the robot's trajectory. In this experiment, the tactile sensor was
oriented such that the long dimension (the 16 rows) was parallel to the direction of travel. The end
effector traced a path starting at (0.47, 0.1) and ending at (0.72, 0.26), with an average speed of 5
mrr/sec.

The plot (Figure 5-1) shows the typical characteristics of our edge tracking system. First, we note that
its accuracy is acceptable and the errors are within the width of the lines in this plot. The position errors
are approximately 1mm. Remember that the tactile sensor resolution is 1.8mm, and the referenco line is
only an approximation to the actual edge. Thus, we conclude that the position error is well within
expectations for the system.



8

?0.26.
0.24

0.22

0.20-

0.18

0.16.

0.14-

0.12-

0.10 I
0.45 0.50 0.55 0.60 0.65 0.70 0.75

x (Meters)
Figure 5-1: Straight Edge Tracking

Now we discuss the start and end points. At the start, (0.47, 0.1), the velocity does not appear to be as
consistent as the during the remainder of the trajectory. This is to be expected as the end effector moves
to place the center of the tactile array on the line, and the estimated line parameteis adapt to the edge.
Further, at the beginning of the line the manipulator Is at rest. Thus, the first move request Is a step input
to the cartesian controller. Our current controller is somewhat under-damped and requires time to reach
steady motion. On this particular run, the motion of the sensor smoothed out after 4 or 5 cm. At the very
end of the trajectory, the dots become closo together, Indicating that the end effector slowed down. This
is precisely the action designed into the system. The visible end of the line segment Is always chosen as
the new goal point. Thus, as the end of an edge comes into view, the commanded trajectory length, and
end effector velocity decreases.

The next experiment involved tracking a S shaped object. Figure 5-2 shows the results when the
sensor is started with the long dimension approximately oriented at a positive 45 degree angle to the x
axis. Tracking follows a smooth arc beginning at (0.45, -0.14) and ending at (0.93, 0.21). The primary
result from this experiment is the verification of the line parameter adaptation. The edge tracker always
attempts to follow a straight line. Curves are taken to be piecewise linear, with line parameters changing
slightly each cycle. The motion shown in Figure 5-2 clearly shows that line parameters are adapting
properly. As with the straight line, we note a small amount of oscillation at the beginning of the trajectory,
and a decrease in velocity at the end.

6. Summary
This paper presents the utilization of a tactile sensor in the feedback loop of a robot controller. There

are two main components to our dynamic edge tracker: tactile signal processing and control. We base
our tactile signal processing algorithms on the physical properties of the sensor. Thus, we accomplish
edge detection by a two step process that first filters mechanical cross-talk noise and second finds edges
by looking for transitions from non-zero to zero force. The controller uses detected line segments to
generate reference signals for a manipulator. During each cycle of the edge tracker, the estimated
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parameters of the line are transformed to the current frame. These parameters are used to position a

weighting function for a weighted least squares estimate of the new lne. Performing this procedure every

time through the control loop allows the line parameters to continuously adapt. Continuous adaptation of
the parameters, in turn, allows the system to tradk curved objects in addition to straight objects.

References
[1] P. Allen.

Surface Descriptions from Vision and Touch.
Proc IEEE Conf on Robotics and Automation :394 - 397, 1984.

[2] R. Bajcsy.
What can we learn from one finger experiments?
In M. Brady and R. Paul (editor), The First International Symposium on Robotics Research. MIT

Press, Car..bridge, MA, 1984.

(3) A.D. Berger, and P.K. Khosla.
Edge Detection for Tactile Sensing.
Proc. SPIE's Cambridge Symposium on Optical and Optoelectronic Engineering: Advances in

Intelligent Robotics Systems, November, 1988.

(4] A.D. Berger and P.K. Khosla.
Real-Time Feature Tracking Using a Tact!ie Sensor.
Technical Report, Departement of Electrical and Computer Engineering, Dec, 1988.

[5] A.D. Berger, and P.K. Khosla.
The Modified Adaptive Hough Transform (MAHT).
r...M.dD.G, .. &lfil ...4 ,.I M -4 ,..4.. , .I4 ^ A CC -Ilrn^.iia LA&Itln I Inksom.r. hi

1988.

(6] J.B. Bums, A.R. Hanson, and E.M. Riseman.
Extracting Straight Lines.
IEEE Trans. on Pattern Analysis and Machine intelligonce 8(4):425 -455, July, 1986.

I . . . . .... ..



CONCURRENCE FORM

The Rome Air Development Center requests the continuation of the AFOSR
fellowship for Mr. Randall P. Pope, studying Distributed Processing at
Clarkson University.

Give a brief statement of laboratory and/or Mr. Richard Metzger's
(fellow's mentor) involvement with Mr. Randall P. Pope.

li Mr. Metzger has periodically reviewed Mr. Pope's progress.
Mr. Pope has completed all but one course and is finalizing
plans for his dissertation research. He has completed one
technical paper and is preparing a second paper. He is
scheduled to visit RADC on 26 July 1989 to lead a seminar on
his current work.

Chief Scientist Date Mentor Date

S-789-000-020



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. Randall P. Pope Semester: Spring 1989

University: Clarkson University Subcontract: S-789-000-020

5I Fellow to complete

1. Courses - Give description of courses and qrades received. (Attach
sheet if extra space is needed.)

Course No. Description Grade Credit Hours
MA542 Theory of Computation A 3
EE51L Advanced Topics in AI A 3
ES610 ECE-Seminar Pass 1
ES613 Thesis N/A 5

12

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

i have conducted a literature search of papers in the field of
planning. This survey covered the classical planning systems
through the present work in the field. This search will become

a part of my Ph.D. proposal. I have also begun the implementation
of the negotiation phase of the distributed planner being
developed at Clarkson.

"I certify that all information stated is correct and complete."

Signature/Fellowship W-ipient

Kandali Pope
TYPED NAME/7ELLOWSHIP RECIPIENT

LLD/sdp 4963C



CERTIFICATION %Y ,ADEMIC PROGRESS

"I certify that Mr. Randall P. Pope is making sat sfactory academic

progress toward a Ph.D. in the area of Distributed Processing in the
discipline of Artificial Intelligence for the Spring 1989 semester."

Signature/Advising Prof,6ssor

Robert C. Meyer

TYPED NAME/TITLE OF ADVISING
PROFESSOR

4963C



CONCURRENCE FORM

The Rome Air Development Center requests the continutation of the AFOSR
fellowship for Mr. Randall P. Pope, studying Distributed Processing at
Clarkson University.

Give a brief statement of laboratory and/or M.r. Richard Metzger's
(fellow's mentor) involvement with Mr. Randall P. Pope.

Mr. Metzger has received and reviewed a copy of Mr. Pope's master thesis.
In addition, he has discussed Mr. Pope's progress with him and with
Professor Meyer during the past six months.

iChief Scientist Date Mentor Date

I S-789-000-020

I'
•I .. ._ :_ = .. : _- .. .



I
CERTIFICATION OF ACADEMIC PROGRESSI

Fellow: Mr. Randall P. Pope Semester: Fall 1988

University: Clarkson University Subcontract: S-789-000-020

Fellow to complete

I 1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

Course Grade Credit Hours
Digital System Design A 3
Introduction to Robotics A 3
Seminar Pass 1
Thesis Credit Pass 5

I
I
I

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

During the fall semester, I completed the requirements for my
master's degree. I defended my thesis on September 8 and it
was accepted by the thesis committee. A copy of my thesis is
enclosed. In addition, I took the Ph.D. Induction exam at
Clarkson and I have been notified that I passed.

I
"I certify that all information stated is correct and complete."

Signature/Fellow-s ipient

I Randal! P. Pope

TYPED NAME/FELLOWSHIP RECIPIENT [ i

LLD/sdp 4963C JAN 2 598I JIV/ii

I



I
I
I CERTIFICATION OF ACADEMIC PROGRESS

I
"I certify that Mr. Randall P. Pope is making satisfactory academic
progress toward a Ph.D. in the area of Distributed Processing in the
discipline of Artificial Intelligence for the Fall 1988 semester."

i Signature/Advising Profesior

3 Robert A. Meyer
TYPED NAME/TITLE OF ADVISING
PROFESSORI

I

i 4963C

I

I
l

I. .



CLARKSON UNIVERSITY

Role Recognition in

Multiagent Distributed Planning

A Thesis

by

Randall P. Pope

Department of Electrical and Computer Engineering

(Systems Engineering)

Submitted in partial fulfillment of the requirements

for the degree of

Master of Science

(Electrical Engineering)

September 8, 1988

Accepted by the Graduate School

DATE DEAN

.. . . . . ._ - -. .-- . . ."



The undersigned have examined the thesis entitled "Role Recognition in Multia-

gent Distributed Planning" presented by Randall P. Pope, a candidate for the degree

3 of Master of Science, and hereby certify that it is worthy of acceptance.

DATE ADVISOR- Dr. R4obertMeye 2r

Dr. Sumsa Conry

Dr. Mark Koch

I,

!Ii

I

I _ __-T _: :.. .-



UI Abstract

I
I

Distributed resource allocation is a problem of concern in many domains such

as retail merchandise distribution, military operations, and corporate management to

name a few. This thesis presents a distributed planner which extends the current work

in planning by designating certain objects as resources so that they may be efficiently

allocated for effective use in multiple goals. The planner consists of two stages, plan

generation and multistage negotiation. The plan generation phase is the focus of the

work presonted. During plan generation, agents are required to generate plans which

utilize limited system resources in domains where both the knowledge about resources

and the control over these resources are distributed among the agents. As a result,

plan decomposition is dynamic and diffuse in nature. To effectively plan using such
decompositions, each agent must be capable of determining its role in multiple plan

decompositicn5 with only a partial view of the associated global plans. Support names

are introduced as a means to allow each agent to recognize which sets of local actions

are required by various plan decompositions for the same goal. The use of support

names has been implemented in a system which generates plans for the restoral of

service in a communications retwork. Results from experimentation are presented

which show that plan generation in this class of problems can be accomplished by

sending a limited amount of information between agents. It is unnecessary for any

single agent to acquire complete global information about the system.
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Chapter 1

Introduction

1.1 Problem Description

When working with large systems, it is desirable to distribute 3ystem information

among several problem solving agents. Planning in these distributed domains [151 is

distinguished from conventional planning in that plans are composed of sub-plans or

plan fragments, each of which represents a solution to a subproblem that is executed

by some agent in a multiple agent system. Most of the systems that address planning

for distributed domains have assumed that there is a single active planner. This

planner knows the capabilities of each agent present in the system and is charged

with the responsibility of generating a multiagent plan.

We are concerned with planning for the efficient allocation of distributed resources

in multiagent systems where multiple goals coexist. The domains involved are quite

large, making it difficult if not impossible to maintain complete, detailed and accurate

iM..rmation about systern resources at each agent. Therefore, planning is a process

that must be carried out by a group of semi-autonomous agents, each of which has a

limited view of the global system state, has control over only a subset of the resources

required to satisfy a goal, and has only partial knowledge about the complete set



of resources needed and who controls them. We have developed a planner which

operates in two phases, plan generation and multistage negotiation [2]. The plan

3 generation phase determines multiple global plans for satisfaction of each system

goal. Multistage negotiation then attempts to determine a set of alternative plans

that satisfies the maximum number of global gozls, subject to resource constraints.

This thesis introduces the plan generation phase of this planner.

Our planner is a distributed planner as opposed to a centralized planner for

a multiagent system. Due to the distribution of both the knowledge about system

resources and their control, plan generation is dynamic and diffuse in nature. Con-

sequently, a single agent may be asked multiple times to aid in the construction of a

global plan. As a result, each agent must be aole to determine how multiple requests

for partial satisfaction of a single goal fit into that agent's distinct alternatives to

satisfy the goal. Is every request part of the same plan? Which requests are actually

part of the same alternative and which are the results of distinct plan decomposi-

tions? Agents must be able to determine their role in multiple plan decompositions

for a single goal with only a limited view of these plans.

Support names are introduced as a means by which each agent can recognize how it

participates in various plan decompositions for the same goal without forming global

views of these plans. Support names are part of an incremental tagging procedure

which allows each agent to recognize its actions in various plan decompositions for the

same goal. Agents use support names to construct a limited, abstract view of global

information, but no agent is ever provided with complete detailed global information.

This is partly due to the maintenance problem described earlier, but more importantly

it is unnecessary when using our planner.

Plan generation using support names has been implemented in the domain of com-

munications network management. In this system, plan generation determines plans

for the restoral of communication service between two users. Through experimenta-

tion, we show that plan generation can be accomplished by passing merely a limited

amount of information among system agents. All that is required are descriptions

of the goal state and the present state of the plan, and information which allows

2
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5I agents to recognize their past actions in the construction of the plan. This last piece

of information is provided through the use of support names. Experimental results

show that this distributed mechanism is much faster than a centralized method which

provides a single agent with complete details of the entire system. In addition, it does

not require the construction of such a global view by any agent.

1.2 Related Work

Our planner differs from existing planners in that certain objects are designated as

resources so that they may be efficiently allocated for satisfaction of multiple system

goals. Thus, our work represents an extension of the current use of resources in

planning. SIPE [26] is a planner which was explicitly designed to handle the notion

of resources. However, SIPE uses objects designated as resources for early detection

of subgoal interactions among subgoals for the same goal. There is no provision

made for efficient allocation of resources to satisfy multiple goals. In addition, SIPE

is designed for centralized planning, therefore the planner has complete knowledge

about the available system resources. It should also be noted that SIPE does allow

for the temporary allocation of a resource in the execution of a plan. This is an

extension planned for the model presented in this thesis.

The notion of dividing a large problem, and thus a large search space, into smaller

problems resulting in regional search spaces is very similar to the planning strategy

of GEMPLAN [16]. GEMPLAN is a general constraint satisfaction system which

exploits any inherent structure in a given problem domain. The structure of the

user's chosen domain is used to identify entities which can be defined as regions

where localized constraints can direct a localized search. This structure can take on a

hierarchical form whereby one region has access to the subplans of all its subregions.

Thus, local search can be used to satisfy local constraints and in fact it may be possible

for several subregions to perform their local searches in parallel. Then, moving back

up to the regional search space, a regional search can be performed to satisfy regional

constraints. Our use of multiple agents with detailed local information is similar to

3



identifying regions by local constraints. However, our planner does not rely upon a

higher level or global search space which can use the results of the local searches to

satisfy global constraints.

Systems which perform distributed task decomposition in multiple agents sys-

tems do exist. The Contract Net protocol 123] and the distributed NOAH system

[4] are perhaps the most well known. The Contract Net protocol performs well in

domains where the task can be divided into uearly independent subtasks. Such a

decomposition does not require that global information be passed among the agents

since interactions among the subtasks are assumed to be nonexistent or unimportant.

Thus, no provision is made that allows an agent to reason about multiple participa-

tions in the construction of a single plan. Furthermore, for domains such as those

described in this thesis, there is no means by which an agent can reason about its

participation in multiple plan decompositions. The distributed NOAH system does

provide mechanisms for an agent to reason about multiple participation in the con-

struction of a single plan. However these mechanisms require complete and accurate

information concerning the global plan to be resident at each agent in the system.

Other notable work in Distributed Artificial Intelligence include the research ef-

forts of Durfee and Lesser [6], Rosenschein and Genesereth [22], Georgeff [12), and

Cammarata, McArthur and Steeb [1]. The work of these researchers is related to the

multistage negotiation phase of our planner.

The following chapter describes the characteristics of distributed planning in more

detail and defines the requirements of the plan generation phase. Chapter 3 presents

technique. by which the requirements of plan generation are met. Chapter 4 describes

the data structures and operations used in our implementation of plan generation.

This is followed in Chapter 5 by an example taken from the domain of communica-

tions network management. In Chapter 6, experimental results comparing distributed

plan- generation to other plan generation strategies are presented. In Chapter 7, dis-

tributed plan generation as used in the domain of communications network manage-

ment is compared to conventional routing algorithms. Then in Chapter 8 we describe

extensions to distributed planning that should be addressed as research continues.

4
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Chapter 2

Planning as a Distributed

Resource Allocation Problem

2.1 Problem Class Description

In many multiagent domains, planning can be viewed as a form of distributed resource

allocation problem in which actions require resources in order to satisfy system goals.

In such domains, goals require allocation of distributed system resources, but criteria

fcr goal satisfaction are not specified by enumerating the resources required. In fact,

the resources required are not known at the time of the instantiation of a goal but

are determined as a plan for satisfaction of that goal is constructed. In addition, it is

usually the case that there are several combinations of system resources which could

be used to satisfy a single goal depending upon the local actions taken by system

agents.

The resources which are involved in this class of problems are assumed to be

indivisible (not consisting of component resources). Their supply is limited and they

cannot be time shared for concurrent satisfaction of multiple goals.

5



Allocation of a resource in this context has several ramifications. Once a resource

is allocated for partial satisfaction of a goal, it is in use as long as this goal is being

satisfied. Furthermore, a goal is satisfied only if each and every one of the required

resources is currently allocated for this goal. As a result, if even cue of these resources

is allocated for some other purpose, the original goal is no longer satisfied. Thus,

execution of a plan to satisfy a goal implies the concurrent allocation of distributed

resources. Moreover, allocation of a resource does not imply consumption of that

resource. In fact, it is more than likely that the same resource will be allocated for

different purposes at different times as the needs of the system change.

Problems of the type addressed in this thesis are also characterized by their large

size. That is, these problems involve vast amounts of detailed information. In addi-

tion, this information is constantly being modified. Maintaining a complete, accurate,

and detailed view of such a large, dynamic system at each agent is obviously difficult

if not impossible. For these reasons it is desirable to limit each agent's view of the

entire system. Therefore, control over resources and knowledge about these resources

are distributed among problem solving agents. Some of ;he resources are under the

direct control of a single agent, while control over others is shared by two agents.

Allocation of a shared resource requires coordination between the agents that share

its control. In addition, agents have a limited view of the resources that are not

under their direct control. Thus, no single agent has complete knowledge about what

3 resources exist in the system or who controls them. As planning progresses, agents do

construct abstract views of global information but they never form de.ailed pictures

of global state. This is partly due to the maintenance problem, but more importantly

it is unnecessary when using the planner described in this thesis.

To illustrate some of these concepts, consider the following blocks world example.

Although the amount of information in the blocks world domain is small and therefore

does not utilize the power of our planner to the fullest, it is hoped that the following

short example will aid the reader. Assume there is a work surface that is shared

by two robots, each of which has a private collection of blocks. Furthermore, iet us

assume that blocks come in two colors, red and blue, that they come in two shapes,

rectangular and triangular, ad let's assume that blocks come in various sizes. A goal

*! 6
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in this context is to construct a tower where a tower is defined to be a stack of four

blocks which have some common property. In addition, the blocks must be placed

one upon another in decreasing size. That is, no block can be placed upon another

block that is smaller than itself.

In this context, the blocks can be modeled as resources and since each robot has a

supply of blocks which it alone controls, neither robot knows the number, size, color

or shape of the blocks that the other controls. To avoid a collision of the two robots,

the time that a robot can be in the work space is modeled as a shared resource. A

plan fragment consists of a sequence of one or more placement operations performed

by a single agent at specific times using blocks from its private supply. A global plan

consists of a sequence of four placement operations that construct a complete tower.

Depending upon the distribution of the blocks, a global plan will consist of placement

operations performed by the two robotic arms in various combinations.

2.2 Requirements of Plan Generation

As stated previously, the overall objective of the planner presented is to efficiently

allocate system resources so that as many global goals as possible are concurrently

satisfied in a multiagent domain.

Distributed plan generation is difficult because each agent must have the ability to

recognize its role in global plan decompositions with only a partial view of the global

plans in which it participates. As in multiagent systems using a centralized planner,

generating an acceptable plan requires problem decomposition and assignment of

subtasks to different agents in the system. The major difference lies in the character

of the decomposition. In distributed planning the decomposition is dynamic, with

each agent determinig the extent to which it can contribuLe to -atisat, of a

subgoal. Given that contribution, the agent must then determine which other agents

may be able to aid in the completion of the plan. The decomposition is also diffused

in that no agent has knowledge of the entire system state, the entire goal-subgoal

7
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Istructure, or a complete view of any of the multiple plan decompositions currently

under construction. This is due to the fact that both knowledge and control of

I system resources is distributed among the agents. Using the goal description, agents

must dynamically determine what combinations of their resources will satisfy this

I goal. However, this must be accomplished without any single agent having complete

knowledge of what resources exist or who controls them.

A complication arises as a consequence of the dynamic and diffuse nature of plan

I decomposition. Specifically, a particular agent may be asked to contribute at differ-

ent times and in different ways to the satisfaction of many subgoals relative to the

I satisfaction of a single global goal. In order for an agent to correctly determine which

of its alternatives can satisfy a particular subgoal, it must be able to assess which

subgoals are part of the same global plan decomposition and which are part of dis-

tinct decompositions. Those alternatives that are part of the same global plan must

Ibe combined into a single alternative. This is necessary for the success of multistage

negotiation. During multistage negotiation, agents must be able to reason about the

I impact of selecting an alternative. In particular, an agent must be able to determine

how choosing one plan fragment to satisfy one local subgoal will effect its ability

Ito select plan fragments to satisfy other local subgoals. Execution of a particular

plan fragment necessarily limits the resources available for use in satisfaction of other

I subgoals. Therefore, selection of any specific alternative has potential side effects on

the agent's ability to participate in satisfaction of additional global goals. Reasoning

3 about such subgoal interactions can only occur if each available alternative is part of

a distinct global plan.

I To clarify this point consider Figure 2.1 which depicts a four agent system in

which two global plans have been constructed for satisfaction of a single goal. The

plans are presented pictorially as sequences of plan fragments distributed among the

planning agents. Each plan fragment can be assumed to be a set of local actions

U which achieve part of the global goal. Tn particu_-ar, notice Ag nt B's participation in

=l the plan generation phase. Agent B has received two requests to participate in plan

construction for this goal. Using the global view presented by Figure 2.1, it is obvious

to discern that Agent B should use pf2 as one of its distinct alternatives and pf2 and

8



Agft Agent B
Pla___ pf4

I--- - ____ ----- -

pfl a pf3-p

' AetBpf4
I ~pf7 - - -

Agent A Agent D Agent C

3 Plan 'pf2-pf3-pf4-pf6

PMaL pf2-pf7-pf5

Figure 2.1:: Global Perspective of-t. Complication

pf2 Agent B f

1 ..................... ~ 7 ~ -- "- ~-

Figuie 2.2: Limited View of Multiple Requests

il pf4 should be combin~ed into a second distinct alternative for satisfaction Cf this goal.

However, it is inpol'tant to realize that Agent B does not have this global picture.

What Agent B "sees" is shown in Fgure 2.2. Yet, Aget B must be able to determine

how these two requeats fit into its d:stinct, alternatives for this goalt. Therefore, plan

generation nui t provide some additional Inforiiati6n o that agents may fonulate

distinct alternatives with oLIy a himied view of the nxultiple plan decompositions

created.
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p f2 Agent Bpf4

pf pf3

Spf5 pf6

I Agent A Agent D Agent C

----- - ---------------- ----------

Plan I: pfl-pf2-pf3-pf4-pf5

Plan 2 : pfl-pf2-pf3-pf4-pf6

Figure 2.3: Multiple Plans That Locally Appear to be One

It should be noted that when an alternative available to an agent appears to be

part of a distinct global plan, this is a local perspective. In fact, this alternative may

be part of several global plans for the same goal. However, if the agent's participation

I in each global plan is the same, they locally appear to be a single plan. To clarify

this point, consider Figure 2.3 which shows two global plans for a single goal. As

before, the plans are presented pictorially as sequences of plan fragments distributed

among four planning agents. Once again, notice Agent B's participation in each of the

1 global plans. At the end of plan generation, Agent B should combine plan fragments

pf2 and pf4 into a single plan fragment because they represent a single alternative

I available to Agent B to partially satisfy this goal. From Agent B's limited view, this

new plan fragment appears to be part of a single global plan when in reality it is part5 of two global plans. Whether this new plan fragment is part of a single global plan or

multiple global plans is unimportant for the planning performance of Agent B. What

3is important, is the requirement that Agent B recognize that pf2 and pf4 should be

combined into a single plan fragment, because they represent a single alternative forII Agent B's participation in partial satisfaction of this goal.

To further illustrate the requirements of plan generation, consider once again the

blocks world domain presented earlier. As an example, note the initial state shown

_10



B B4

- ROBOTi

ROBOT2

Figure 2.4: Initial Blocks World State

in Figure 2.4. Each block is labeled with an RI. or B to denote its color and with

a number that denotes its size. For the purpose of illustration, let us assume that

ROBOT2 has been notified of a goal to construct a tower of rectangular blocks. The

possible towers that can be constructed are shown in Figure 2.5 along with a global

view of the plan associated with each tower. Table 2.1 shows the resources involved

in each of the initial plan fragments created.

Observe the participation of ROBOT1 in the plan generation process. It has re-

ceived two requests to aid in the construction of a plan to build a tower of rectangular

blocks. These requests resulted in the formation of plan fragments pf3 and pf4. Using

the global view of the plans generated as shown in Figure 2.5, it is easy to discern

that ROBOT1 has three distinct alternatives if it is asked to participate in a plan

to satisfy this goal. One alternative involves the use of plan fragment pf3 alone,

one uses plan fragment pf4 alone, and the third alternative involves using both plan

.ragnen Pf3 and pf4. Hoever, ROBOT1 does nnt have. this global view. It only

knows that it has created two plan fragments as a result. of requests to participate in

the construction of a plan for this goal. ROBOT1 knows that both of these initial

plan fragments are used in conjunction with plan fragments which have been formed

11
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Figure 2.5: Possible Solutions and Global Plans
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I [ Resources

Agent Plan Fragments Shape Color Size Time Slice

ROBOT1 pf3 Rectangular Red 4 T2

____pf4 Rectangular Blue 1 T4

ROBOT2 pfl Rectangular Red 5 TI

3' pf2 Rectangular Red 5 TI

Rectangular Red 3 T2

Rectangular Blue 2 T3

pf5 Rectangular Red 3 T3

pf5 Rectangular Blue 2 T4

pf6 Rectangular Red 3 T3

pf7 Rectangular Blue 2 T3

Table 2.1: Initial Blocks World Plan Fragments

by ROBOT2, but ROBOTI does not know the form of ROBOT2's participation in

the plans. Therefore, plan generation must provide ROBOTI with some additional

information which will allow ROBOTI to determine its role in these multiple plan

decompositions.

13

I

o-

....



Chapter 3

!| Distributed Plan Generation

As is clear from the previous discussion, the objective of distributed plan generation

is to determine sets of local actions that can be performed in a coordinated fashion

by distributed agents to satisfy global goals. Thus, the collection of local actions (in

multiple agents) that satisfies a global goal constitutes a global plan that exists as

plan fragments distributed among the agents. A plan fragment, then, is a sequence of

11l operator applications to objects under the control of an agent that would transform

the global system, possibly through intermediate states, to a new state. When plan-

ning is viewed as a resource allocation problem, these operations include allocation

of resources local to an agent. An agent can extend a plan fragment if the agent can

formulate a plan fragment which would transform the system from the proposed new

state to a state that is closer to the goal state. As previously indicated, agents have a

limited view of resources which are not under their direct control. Thus, each agent

has limited knowledge concerning what state transformations other agents can make.

Therefore it is impossible, in most cases, for a single agent to devise a global plan.

*Plan generation begins when an agent is notified of the instantiation of a global

Wgoal The agent creates 4tbu g-I4 corsodn t.5l--a -a nd_+_r

sequences of actions it could take to bring the system to a state that locally appears

closer to the goal state. Each alternative local sequence becomes a plan fragment.

* 14



If any of these plan fragments would bring the system state to a new state that is

U not the goal state, the agent must issue requests for extension of the partial plan to

agents that may be able to transform the system from the new state to the goal state

Ior a state that may be nearer to the goal state. The search strategy is a modified

version of the means end analysis strategy that has been used in several other planners

(7, 81. The approach in this context is somewhat different in that there is no global

information available for an agent to determine whether, in fact, it can bring the

system to a state that is closer to the goal state. Using local knowledge, the best each

agent can do is determine state transformations that locally appear closer to the goal

state.

It is clear that every request to extend a plan must carry certain information which

will permit an agent to achieve a state that locally appears closer to the goal state.

Specifically, a request must contain a description of a global goal, a description of

the appropriate intermediate state, and a set of tag lists which are known as support

names. Support names embody the information which enables each agent to recognize

its own role in multiple plan decompositions without requiring complete knowledge

of the global plan.

During plan generation a given agent may be asked to add an additional set of

actions to the same global plan several times. Thus it is necessary that an agent be

I able to detect when it is being asked to build another piece of a global plan it has

already partially constructed. If the agent has already built one or more parts of a

plan, it must know which of its plan fragments were previously used in that plan.

This information is needed for two reasons.

First, the agent must determine if it can extend the partial plan in a coherent

1 manner based upon its previous participation in the construction of the plan. Specifi-

cally, the agent should not inadvertently build a plan which would bring the system to

the same state twice. Permitting the system to cycle through the same state multiple

times has two drawbacks: unnecessary work is performed and non-termination is a

possibility. In addition, the agent must not allocate more "copies" of any given re-

source than it has available to a single global plan. Clearly such a plan would involve

15
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demands upon resources which could not be met.

SA 8
Op4(R3)

Opl(R6) Op2(R1)i| OpIO(it4)

' B

Figure 3.1: Multiple Participation of a Single Agent

To illustrate these concepts, consider Figure 3.1 which depicts plan generation

as a series of operator applications that transform a possible plan from state to

state. The resources involved in the application of each operator are displayed in

parentheses. For the purposes of this example, assume that there is only one copy of

each resource mentioned. Agent A has determined that it has one set of actions that

would transform the system from state SO to a new state, S2, that locally appears

to be closer to the goal state. This transition involves one intermediate state, state

SI. However, in order to reach this new state, Agent A needs to use resource R1

which it shares with Agent B. Therefore, Agent A must coordinate the use of this

resource with Agent B. Agent B determines that if RI is used to reach state S2, it

can extend the plan aund bring the system to state S8 which locally appears closer

to the goal state. Reaching this new state involves coordinating the use of resource

R3 with Agent A. The critical issue illustrated here is that if Agent A attempts to

fulfill Agent B's request to extend the plan stzarting from state S8, it must not do so

by bringing the system through states SO, S1 or S2 because the decomposition of this

plan has already been through those states. In addition, Agent A cannot propose

an alternative that would use resources R6 or R1, since this plan is already utilizing

16



those resources, and thus they can not be allocated again. Therefore, Agent A must

be able to recognize that it has already participated in this plan decomposition and

identify the local plan fragments that are also used in this plan decomposition so that

planning for the new request can take place in the proper context.

Furthermore, as discussed in Chapter 2.2, it is the responsibility of plan generation

U[ in a single agent to determine when groups of actions that have been formed as

part of the same global plan decomposition eventually become components of feasible

plans. When this occurs, the agent must gather the actions resulting f-')m the various

requests into a single plan fragment. This is required for proper identification of

potential subgoal interactions (such as contention for the same resource), where the

interactions of concern are those between subgoals for different global goals. As

stated before, reasoning about such subgoal interactions can only occur if each plan

fragment available to an agent represents a distinct alternative for partial satisfaction

of a particular goal.

Our mechanism for providing an agent with the means to recognize distinct roles

in multiple plan decompositions involves attaching a list of support names to each plan

fragment. Support names represent abstractions of the global plans associated with

a plan fragment. They are incrementally constructed, with each agent appending a

"tag" to identify its own plan fragments. These tags allow an agent to determine how

a particular plan fragment is used in a global, plan. They do not embody information

which allows an agent to reason about the specific actions of other agents in a par-

ticular global plan. Support names do indicate which agents have participated in the

construction of a plan but do not reveal the form of that participation. Since these

Sabstracted plans are constructed incrementally as planning progresses, the support

names do not even convey a skeletal structure of the complete plan. Instead, when an

agent is requested to extend a plan, it can use each support name that is passed with

the request as an abstract history of the construction of a single global plan thus far.

Thiq history contains information which allows each agent to recognize if and how it

previously participated in the constru-tion of the plan and what other agents aided

in the construction of the plan.

I 17
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[: Support names follow a plan as it is developed (in a semi-autonomous manner)

by the agents. Once a plan has been completed, the requisite plan fragments cank. be marked by tracing continuation requests using the support name. Thus, an agent

can determine which requests are part of the same global plan and which belong

to distinct global plans. If it is determined that a plan cannot be completed, the

appropriate support names are deleted.

1
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Chapter 4

Implementation

4.1 Data Structures

The basic data objects which are used during plan generation include:

* Subgoals

- In-subgoal

- Out-subgoal

* Plan Fragments

* Resources

# Support Names

With the exception of support names, these objects have been implemented as

frames in our system. The information contained in each frame, as well as the rela-

tionships among these structures, is shown in Figure 4.1. In this diagram, the ovals
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indicate the frame being described and the connected lines terminated by a small

circle indicate the slots associated with that particular frame. Structure hierarchy

which which determines slot inheritance, is indicated by arrows. Thus, in this dia-

gram, In-subgoal and Out-subgoal are both Subgoals and they inherit the slots of the

Subgoal frame.

Plan ugaResource FragmentSuga
Id It-'fl Id o

Id 0Id 0Goal DescriR.
Capacity 0 States 0 1Plan Fragments_

Domain Info Resources -0
Iln-subgoals Insbga

Out-subgoals

Support Names-- Out-subgoal

Shared Resources

Figure 4.1: Frame Structure of Plan Generation Data Objects

A support name has the form,

((name ) status )

where name is a list of "tags and status is either "ACCEPTABLE" or "UNAC-

CEPTABLE".

4.2 Algorithm Overview

The generation of plans for a goal is initiated when an agent is notified of the instan-

tiation of that goal. The agent instantiates an In-subgoal and performs a local search

to form initial plan fragments. For each plan fragment instantiated, the agent checks

to see if the goal is satisfied and if it is not, an Out-subgoal is instantiated and a

20



request to aid in the construction of the plan is sent to the appropriate agent. When

an agent receives a request to extend a plan, it creates an In-subgoal and the process

is repeated.

Thus, the system can be viewed as a collection of isolated agents that become in-

I terdependent through plan generation by a network of In-subgoal/plan fragment/Out-

subgoal structures. It is important to make the following observation. When gen-

I erating multiple plans for the same goal, it is very likely that various subgroups of

the plans generated will have steps in common. In particular, an agent may be asked

to participate in the same way relative to different plans for the same goal. Each

of these requests should result in the formation of the same plan fragments and as-

sociated Out-subgoals. Therefore, instead of instantiating new plan fragments and

subgoals which duplicate the existing information, the agent should use the existing

plan fragments and subgoals.

As stated earlier (see Chapter 3), a support name follows each plan as the re-

sponsibility for the plan construction is passed from agent to agent. Using the view

1 of plan generation presented in the previous paragraph, support names are asso-

ciated with requests to extend plans which are at the forefront of the generation

3 process. Thus, support names are initially coupled with requests that result in the

construction of previously non-existent In-subgoal/plan fragment/Out-subgoal arcs.

3 However, as plan generation proceeds, agents will begin to repeat requests for exten-

sions of plans for a goal. One can now think of support names as "riding" the existing

* In-subgoal/plan fragment/Out-subgoal "arcs". When an agent determines that it is

asking another agent to add to a plan in the same way that it asked that agent pre-

viously, the agent can merely pass along the support name. The other information

necessary for plan generation is already present in the previous request. The only new

* information is the new support name. This new support name can now be passed

* along the existing In-subgoal/plan fragment/Outsubgoal arcs until the plan reaches

completion, the plan is deemed unacceptable, or the support name "catches up" to

the forefront of a plan that is being generated. In the first two cases, an appropriate

marking procedure which traces the trail of the plan construction process is initiated.

In the last case, the support name is added to those support names associated with

I 21
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!
the current request.

1 4.3 Support Name Operations

As has been mentioned, support name can be viewed as an abstract chronicle of the

I construction of a plan. Operations are required during the building process which

allow an agent to utilize the support name to determine its past actions. This al-

I lows the agent to plan in the proper context. Upon completion of the construction

process, appropriate marking procedures are required for determination of distinct

alternatives. These procedures also utilize the historical information contained in

support names. These operations are described in the following paragraphs.!

1 4.3.1 Support Name Passing

Support names are passed among agents either as part of a new request to add to

I the construction of a plan or as additional information to requests made previously.

In either case, when an agent is passed a support name, the following process takes

place.

First, the agent determines what plan fragments, if any, can be used to partially

satisfy the associated In-subgoal. If this is a new request, a local search is performed

and the plan fragments are created. Otherwise, the results of the previous request

are used. If no plan fragments for this In-subgoal exist (i.e. the plan cannot be

completed), the associated support name is marked unacceptable.

If there are plan fragments for this In-subgoal, the agent must check the support

name for tags which it owns. If none exist, then the support name is added to

the support names slot of each of the appropriate plan fragments. For each plan

fragment that completes an acceptable plan, the support name associated with that

*22



plan fragment is marked acceptable. For each plan fragment which does not complete,

a tag which maps to that plan fragment is added to the support name and if anI associated Out-subgoal exists, the support name is passed over the existing "arc". IF

no associated Out-subgoal exists, one is created, and a request for extension of this

plan is sent to the appropriate agent.

If the support name contains tags which belong to the agent, the agent must

use these tags to determine which of its plan fragments were previously used in the

construction of the plan. These plan fragments must then be checked for resource

and state conflicts with each of the proposed plan fragments associated with the In-

subgoal. If a conflict occurs with each of the proposed plan fragments, the support

name is marked unacceptable. Otherwise, the support name is added to the support

names slot of each of the nor-conflicting proposed plan fragments. For each proposed

plan fragment that completes an acceptable plan, the support name associated with

that plan fragment is marked "multiple visit" acceptable. The remaining process is

identical to that described above. For each plan fragment which does not complete,

a tag which maps to that plan fragment is added to the support name and if an

associated Out-subgoal exists, the support name is passed over the existing "arc". If

no associated Out-subgoal exists one is created, and a request for extension of this

plan is sent to the appropriate agent.

4.3.2 Marking Operations

Marking operations are procedures which are associated with a plan fragment frame.

The argument to each of these procedures is the support name which is to be marked.

Mark Support Name Acceptable - The support names slot of the plan fragment
sparched for the given support name. The status of this support name is then

marked acceptable. If the name is not a special symbol denoting that this plan

fragment was the first in the construction of this plan, a message is sent to the

appropriate agent to continue the marking process. The first tag is stripped off

23
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the current support name and this shortened tag list is passed as the support

name to be marked.

J Mark Support Name Unacceptable - The support names slot of the plan frag-

ment is searched for the given support name. The status of this support name

is then marked unacceptable. Now the agent rmust check two conditions before

propagating this marking process. As with the procedure above, the agent must

'I deternrine if the given naame is a special symbol denoting the frst plan fragment
in the plan construction. In addition, the agent must check if any of its other
plan fragments associated with this goal use this support name. If any of these

plan fragments do use thia support name and it is not marked unacceptable,

then the propagation of marking the support namea associated with this plan

must end here. 'What is repres.ented by this situation is a spilt in the plan. It

has been determined that one branch has resulted in an tmaccepteble plan, but

the other branch has either developed into an acceptable plan or the statux of

that branch of the plan is unknown.

On the cther hand, if the marking process should be propagated, then the first

tag is stripped from the current support name, this shortened tag list is passed

as the support name to be marked and the appropriate agent is notified.

Mark Support Name Multiple Visit Acceptable - The agent searches the given

support name for all the tags which it owns. The associated plan fragments are

then combined for the instantiation of a new plan fragment frame. A new tag

is created which can be mapped to this new plan fragment. A new support

name is formed by replacing each of the tags which this agent owns in the given

support name with the new tag. This new support name is placed in the sup-J1 port names slot of the new plan fragment and its status is marked acceptable.

The support names slot of the given plan fragment is searched for the given

support name and it is marked unacceptable. Next, the first tag is stripped off

(the first tag of the new support name and the appropriate agent is notified to

add this support name to the appropriate plan fragments and mark its status

acceptable.

Add Acceptable Support Name - The given support name is marked acceptable

and is added to the support names slot of the given plan fragment. If the
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name is not the special symbol denoting that this was the first plan fragment

used in the plan construction, then the appropriate agent is notified to add an

acceptable support name. The first tag is stripped off the current name, forming

the support name that is passed.
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Chapter 5

An Example

To illustrate the use of support names, an example taken from the domain of commu-

nications network management is presented. Consider the communications network

shown in Figure 5.1. There are five problem solving agents, each controlling part of

a network of geographically distributed communication facilities. The network par-

titions are called subregions, the circles represent communication sites and the lines

joining sites represent communication links. In this domain, the problem of restoring

disrupted service can be viewed as a planning problem in which one operator, Allo-

cate, is utilized to allocate communication resources. In this simple example, the only

resources are links and a global plan is a collection of local connections each of which

allocate a link to restore communication between two sites. A partial plan or plan

fragment involves an allocation of resources that transforms the system from a state

in which it has a path ending at one site to one in which it has a new path ending at

another site. The availability of a resource depends upon its use by currently existing

circuits or circuits whose service has been disrupted. Links which span subregion

borders are controlled by the resident subregions of their endpoints. Links such as
h--- arc -AoI do AshnrA redresoresa In adAitin no% goaln fonAlnairi infnrmat.inn

exists. Agents only know about the links they control directly and those they share.

Thus, if one agent needs the aid of other agents to construct a plan in this domain,

it asks those agents with whom it shares the control of a resource.
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Table 5.1 summarizes the knowledge about resources available to each agent and

the associated control relationships.

IBR7 R R28

--- ------ -------------...... -------.p R30 : R21
R11R14 R19 R20

0 U

R12 R22

00
A C D O 0

Figure 5.1: Example Network

Agent Resources

A R5 R6 R11

B R6 R7 R10 R21 r .8 R30

c all R12 R14 R19 R30

D R19 R20 R21 R22

E R20 R28

Table 5.1: Local Resource Control

For the purpose of this example, assume that originally communication between

sites E2 and Al followed a path over links R28-R1O-R7-R6-R5, but link R10 has failed

and communication between sites E2 and Al must be restored over a different route.

Furthermore, suppose that Agent E is notified that a global goal to restore the path

between sites E2 and Al has been instantiated.

It is perhaps easiest to explain how plan generation proceeds by viewing the

activities of agents at global time slices (see Table 5.2). The actions presented in

each time slice are described in two parts. The first part identifies a planning agent
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and what action is being taken by that agent. The second part is either a description

of the action or a result returned by the action. The latter io denoted by a preceding

arrow. The following legend describes the forms used in Table 5.2:

local subgoal description

local search (plan.fragment, resources-to-allocate, support.name-added)

request agent extend(goal, shared-resource.to-use, support-name-to-add)

notify agent remove(goal, resource-used, support-name.to-remove )

acceptable(goal, resource-used, acceptable-support-name)

add support(goal, resource-used, support-name-to-add )

remove support remove-support(matching-plan-fragment, support-name-to-remove )

acceptable support mark-acceptable(matching-plan-fragment, acceptable-support-name )

add support add-support(plan-frgment, support-name-to-add ).

The example begins with Agent E instantiating a subgoal to restore a commu-

nications path from site E2 to site Al. Agent E then conducts a local search and

determines that it has one alternative that locally satisfies this subgoal, pfE1, which

uses resource R28. Since Agent E has initiated the plan generation process, there

is no previous support to associate with this plan fragment. Thus, a "*" is used to

denote this situation. Control over resource R28 is shared with Agent B, therefore,

a request is sent asking Agent B to extend the plan for this goal using this shared

resource, R28, with support name (El). Plan generation continues from this point.

Observe time slice T4. Here Agent E has determined that it has no alternatives
which extend Agent D's request. Therefore, Agett E notifies Agent D that the support

name that followed this plan decomposition should be removed. In time slice T5,

Agent D uses the destination and resource in Agent E's notification to identify plan

fragment pfDl and Agent D removes the appropriate support name from this plan

fragment.

In time slice T6, when Agent A completes a global plan using a request from

Agent B, it sends back a notification to Agent B that the request has resulted in an
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TI E: subgoal to restore path from E2 to Al.
E: local search - (pfE1, (1128), *)
E: request B extend (Al, R28, (El))

T2 B: local subgoal to Al using R28
B: local search - (pfBI, (R28, R21), (El))
B: request D extend (Al, R21, (Bi, El))

T3 D: local subgoal to Al using R21
D: local search - (pfDl, (R21, R20), (B1, El))

- (pfD2, (R21, R19), (B1, El))ID: request E extend (Al, R20, (D1, B1, El))
D: request C extend (Al, R19, (D2, B1, El))

T4 C: local subgoal to Al using R19
C: local search - (pfCl, (RI9, R14, Rll), (D2, B1, El))

-~ (pfC2, (1119, R30), (D2, B1, El))

C: request A extend (Al, 1111, (CI, D2, 81, El))
C: request B extend (Al, R30, (C2, D2, BI, El))
E: local subgoal to Al using R20
E: local search - no alternatives
E: notify D remove (Al, R20, (Dl, BI, El))

TS A: local subgoal to Al using R11
A: local search - (pfAl, (R11, RS), (C1, D2, BI, El))IA: notify C acceptable (Al, Rl1, (C1, D2, Bl, El))
B: local subgoal. to Al using R30
B: local search - (pfB2, (R30, R7, R6), (C2, D2, 81, El))
B: request A extend (Al, R6, (B2, 02, D2, B1, El))
D: remove support remove-support (pfDl, (B1, El))

T6 A: local subgoal to Al using R6IA: local search - (pfA2, (116, R5), (B2, C2, D2, B1, El))
A: notify B acceptable (Al, R6, (B2, 02, D2, Bi, El))
C: acceptable support mark-acceptable (pfCl, (D2, B1, El))IC: notify D acceptable (Al, R19, (D2, Bl, El))

T7 B: new plan fragment combine (pfB3, (pfBl, pfB2), (C2, D2, B3, El))
B: remove support remove-support (pfB2, (02, D2, Bl, El))
B: notify C remove (Al, R30, (C1, D2, B1, El))
B: notify C add support (Al, R30, (C1, D2, B3, El))
D: acceptable support mark-acceptable (pfD2, (81, El))
D: notify B acceptaile (Al, R21, (B1, El))

T8 B: acceptable support mark-acceptable (pfBl, (El))
B: notify E acceptable (Al, R28, *)IC: add support add-support (pfC2, (D2, B3, El))
C. remove support remove-support (pfC2, (D2, 81, El))
C: notify D add support (Al, R19, (D2, B3, El))

TO l. ddsupport add-support (pfD2, (B3, El))ID: notify Badd support (Al, R21, (B3, El))
T9 T O : acceptable support mark-acceptable (pfEI,

TO B: add support add-support (pfB3, (El))

Table 5.2: Time Slice View of Example
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acceptable plan. Agent B receives this notification in time slice T7 and determines

that it owns two of the tags in the support name associated with the request. Agent
B identifies pfB2 and pfB1 with these tags and thus realizes that they are part of a

single plan decomposition that has resulted in an acceptable plan. Therefore, Agent

B creates a new plan fragment, pfB3, which uses the resources of both pfB2 and pfB1

and Agent B gives this new plan fragment support. Since no acceptable global plan

uses pfB2 alone, its support names are removed.

Note that in time slice T8, Agent C removes a support name from pfC2 due to the

propagation of support name removal started in Agent B. However, this propagation

ends here because there is another plan fragment, pfCl, which uses the same support

name (see T4). This represents a place where the search for a global plan split into

two parallel search paths. In this example, the second plan fragment that uses the

same support name has been marked as part of an acceptable global plan in time

slice T6. The propagation of this acceptable support name has reached Agent B in

this time slice. Agent B is notified that pfBl is part of an acceptable plan. Using

the support name, Agent B determines that pfBl is part of an acceptable global plan

that does not use other plan fragments in Agent B. As a result, the support names

for pfBl are marked acceptable.

Table 5.3 shows the plan fragments created by each agent, the resources used by

these plan fragments, and the support names associated with each plan fragment at

the end of plan generation. Note that pfDl has no support names because this plan

fragment is not part of any acceptable global plan.

To summarize the important points of this example, Agent B created two plan

fragments, pfBl and pfB2, as a result of requests to add to partially constructed plans

for the same global goal. Through the use of support names, Agent B has determined

that pfB1 and pfB2 are used in one set of acceptable global plans (in this case one
plan) and pfBl is also part of a diferenib et of a..e.tabl glob,,- plans, (also one plan,

in this example). When pfB1 and pfB2 are used as parts of the same global plan,

they represent a single alternative in Agent B for this global plan. This has been

reflected by the creation of pfB3. The determination of how these plan fragments,
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Agent Plan Fragments Resources Support Names

A pfAl Rll-R5 (Cl D2 Bi El)

____ pfA2 R6-R5 (B2 C2 D2 BI El)

B pfB1 R28-R21 (El)

pfB2 R30-R7-R6 none

pfB3 R28-R21 R30-R7-R6 (C2 D2 B3 El)(EI)

C pfCl R19-R14-Rll (D2 Bi El)

pfC2 R19-R30 (D2 B3 El)

D pfDl R21-R20 none

pfD2 R21-R19 (B1 El)(B3 El)

E pfE. R28

Table 5.3: Results of Plan Generation Example

created out of separate requests, fit into global plans has been accomplished without

any single agent having complete knowledge about any of the acceptable global plans

generated.
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if [Chapter 6

I| Experimentation

3I 6.1 Description of Experiments

Research in distributed planning is currently being conducted in the context of the

communications domain described in the previous example. The implementation

model' , however, contains much more of the detail associated with a real world com-

munications network [3]. Local searches for plan fragments are not simple searches for

paths of links in and out of a subregion as might be assumed given the example above.

On the contrary, local searches involve tracing through complex interconnections of

variovs types of communications equipment at the sites within a subregion.

Existing planners use several different architectures and moreover, the level of

abstraction at which planning occurs varies from system to system. Experiments have

been conducted so that distributed plan generation as presented in this thesis may be

'The methods described in this thesis have been implemented on a TI Explorer in Common Lisp.
Simulation of the multiagent proceasing has been accomplished through the -se of SIMULACT [18].
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I
3 compared to plan generation schemes with various architectures using different levels

of abstraction. In each of the tested schemes, an agent which has control over part

3 of a network has detailed information about that part of the network and only that

part of the network. If any other information is used for plan generation, it is either

g abstract knowledge in the form of plan fragments, or limited, abstract knowledge in

the form of support names. The following is a description of the plan generation

paradigms used in these experiments. The first is a single agent system and the rest

are multiple agent systems.

I
Single Agent/Detailed Global View (SA/DGV) A single agent is responsible

i for the entire system rather than distributing system knowledge among multiple

agents. In this approach, a local search for plan fragments is equivalent to a

I global search for global plans that will satisfy system goals.

Multiple Agent/Limited Abstract Global View (MA/LAGV) This is the ap-

proach described in this thesis. Plans are constructed by multiple agents which

have an incomplete, limited view of the global plans. This incomplete, lim-

ited view is determined by the incremental construction of support names and

therefore, is different at each agent in the system.

Multiple Agent/Central Abstract Global View (MA/CAGV) Agents use the

descriptions of the circuits which are to be restored to determine all the possible

ways they might be able to participate in a global plan. The results of these

5 local searches are sent to a single agent who pieces the plan fragments together

into acceptable global plans. Once this is completed, each agent is notified of

its participation in global plans. The view of this single planning agent is not

limited in the sense that it does know about the complete set of plan fragments

in the system. However, its view is abstract since this agent knows nothing

about the detail of communic..ions equipment and its interconnection at each

site.

Multiple Agent/Replicated Abstract Global View (MA/RAGV) As in the

3 MA/CAGV approach, local searches are conducted by each agent using high

level circuit descriptions. The results of these searches, however, are sent to
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every other agent in the system. Then, with complete knowledge of every plan

[I fragment in the system, each agent forms the global plans and determines its

own role in each.

!! The key parameters monitored in these experiments are the simulated time re-

quired to generate plans, the average cpu time required by each processing node to

3 generate plans, and the amount of message traffic sent during the simulation.

i3 In addition, three network configurations were chosen to observe the effect of

various topological extremes. In this domain, the network topology actually defines

the complexity of the roles of agents in the multiple plan decompositions. Therefore,

by varying these topological extremes it is also possible to observe the performance of

these strategies when agent participation takes on roles of different complexity. Each

network contains twelve sites divided into five subregions with various inter- and3 intrasubregion connectivity. Figure 6.1 shows the configuration where the subregions

are connected in a straight line and Figure 6.2 shows the subregion connections which

3 form a ring. The third topology chosen is shown in Figure 6.3. Here each subregion

is connected to every other subregion creating a tightly coupled network.

A2 B D2 E
B2 2

Figure 6.1: Line Topology
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3 Figure 6.2: Ring Topology

U B E
B3 B

AlD

3 Figure 6.3: Tightly Coupled Topology
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6.2 Experimental Results

The results of these experiments are shown in Figures 6.4, 6.5, 6.6, 6.7. 6.8, 6.9, 6.10,

6.11, and 6.12. As expected, the SA/DGV strategy performs the worst in terms of

the time taken to devise global plans. This observation holds true over each of the

tested topologies. This points to the desirability of distributed multiagent systems

over centralized single agent systems when the systems are large.

The MA/CAGV, MA/RAGV, and MA/LAGV strategies all take about the same

amount of time to determine global plans for the line topology. As well, the cpu time

per agent is approximately the same. However, the amount of message traffic required

by the MA/RAGV strategy exceeds that of both the MA/CAGV and MA/LAGV

strategies with the MA/CAGV strategy performing better as the number of goals

grows.

For the ring topology, the cpu time per agent for the multiagent strategies begins

to separate with the MA/CAGV strategy clearly performing better as the number

of goals increases. The MA/RAGV and MA/LAGV strategies appear to be fol-

lowing approximately the same line. Regarding the time to construct global plans,

the MA/RAGV and MA/CAGV strategies outperform the MA/LAGV when the

number of goals is small. However, as the number of goals increases, the lines ap-

pear to be converging. The results for the message traffic required shows that the

MA/RAGV and MA/LAGV strategies have approximately the same requirements

while the MA/CAGV strategy requires less message traffic.

When the topology is tightly coupled, the strategies perform with significant differ-

ences. The MA/LAGV strategy clearly requires less time than both the MA/CAGV

and MA/RAGV to devise plans as the number of goals increases. However, the cpu

time per agent required .s clqr ly less for the MA!CAGV strategy with the MA/LAGV

strategy coming in second and the MA/RAGV performing worse. In addition, there is

a marked difference in the amount of message traffic required by the different strate-
gies. The MA/LAGV strategy requires the most message traffic, the MA/RAGV less,
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and the MA/CAGV still less.

I* For the network topologies tested, there is a clear question of trade offs. For the

ring and line topologies, the MA/CAGV strategy performs better overall. The price

Ipaid however is vulnerability. In domains where survivability is an important concern,

such as a military communications network, the MA/CAGV strategy obviously is

I undesirable because of the dependence upon a single agent. For the tightly coupled

topology, the MA/LAGV strategy will take less time to construct plans but the price

i paid is in the amount of message traffic required.

I
6.3 Performance Analysis

3 The performance of distributed plan generation can be analyzed by considering the

time required to generate plans and the amount of message traffic sent.I
The time required to generate plans is influenced by factors on two levels. At

3 one level, this parameter is dependent upon the amount of time required to pass

the plan among each of the agents involved in its construction. Therefore, from

a global viewpoint, the time required to generate plans is directly related to the

length of the longest chain of agents involved in building a plan. At another level,

5 the amount of time required to generate plans is determined by the processing time

of each individual agent. As the relations between requests to extend a plan and

multiple plan decompositions become more complex, so does the processing involved

to determine distinct alternatives. Thus, from a global perspective, the time required

to generate plar , is also directly related to the complexity of the roles of agents in

multiple plan decompositions.

The message traffic necessary for plan generation is also directly related to the par-

ticipation of agents in multiple plan decompositions. When an agent is notified that a

plan it has helped to build has been deemed acceptable, that agent is responsible for

the propagation of this information. If the agent participated only once in the plan
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I
construction, a single message is required to continue the propagation. However, if

the agent participated multiple times in the construction, then two messages are sent,

I one to propagate the new support name and one to remove the old support name.

Thus, the message traffic required to generate plans increases as the complexity of the

roles of agents in multiple plan decompositions increases. However, it should be noted

that the amount of message traffic required does not approach that which would be

3 needed to transmit complete, detailed global information to each agent in the system.

IThese experiments illustrate that distributed plan generation can be accomplished

by passing merely a limited amount of information among system agents. The only

3information required includes descriptions of the goal state and the present state of

the plan, and information which allows agents to determine their previous actions

U in the construction of the plan. This last piece of information is provided by the

implementation of support names. Experimentation shows that building a complete,

detailed global view at any agent is unnecessary. Plan generation using support names

will perform best in domains where goals can be satisfied through the actions of a

small number of agents who participate in the construction of plans only once. The

performance ,Af distributed plan generation using support names will degrade as the

number of requests for extensions of plans grows and as the number of times agents

participate in building the same plan increases.

4I
I

I
!
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Chapter 7

Comparison with Routing

* Algorithms

I In our domain implementation we refer to the function of planning new routes for

disrupted circuits as Service Restoral. At first glance, it may appear that Service

Restoral performs standard routing of disrupted circuits. The problem of routing

circuits is well understood and indeed, many algorithms exist which route circuits

in distributed networks. However, the assumptions concerning node connections as

well as the overall objective of Service Restoral differs from those of the conventional

algorithms. It is these differences which make existing algorithms inappropriate for

Service Restoral. In the following paragraphs, several conventional algorithms are

described briefly along with their assumptions and objectives. This description is

then contramted with the assumptions and purpose of Service Restoral.

Many distributed routing algorithms have been developed as a result of computer

network construction. Most can be grouped into classes by their basic approach to

the problem [ii].

One class depends upon global knowledge residing at each processor node in the

system. Algorithms in this category, such as that used in the ARPANET system
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! [20], require that each node have information about ever, triik in the network along

with an associated weight and time stamp. Whenever the weight -f a trunk changes,
flood messages are sent to maintain consistent information at each node. Using this
trunk information and some graph algorithm such as Dijkstra's Shortest Path First

algorithm [5], each node maintains routing tables for the shortest path between it

and every other node in the system.

Another class of existing routing algorithms requires only condensed information

at each node and uses "preferred next neighbor" tables to designate the next node

in the shortest path to every possible destination in the network. Algorithms in this

class [9, 19, 14, 25, 24] use update messages to maintain the "preferred next neighbor"

tables. However, unlike the first class of algorithms described, a node sends update

messages only to its neighbors.

This second class of algorithms was preferred over the first since less information

about network topology was required at each node. Although the simplicity of these

algorithms made them attractive, the updating procedure of these algorithms allowed

temporary loops to occur in the distributed routing tables. As a result, another

class of algorithms emerged. Algorithms in this class [10, 13, 21], also require only

partial topology information and rely on "preferred next neighbor" tables ', However,

3 these algorithms establish and maintain the shortest path between two nodes through

strict control of how the routing tables are updated. This strict control alleviates the

problem of temporary loops occurring in the distributed routing tables.

Another algorithm which has gained recognition is one that uses a saturation

technique [17]. Whenever a circuit needs to be routed, the source initializes a flood

search of the network to find the destination. At the end of a predetermined time

out, the destination selects the minimal cost route which it has received. Thus, each

node only needs to know its nearest neighbors and the trunk groups associated with

each search message.

'The work by Gallager actually used a variation on these tables. Instead of sending all messages
for a particular destination to a single preferred next neighbor, this message traffic was distributed
to several preferred next neighbors based upon current network delays.
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Each of these algorithms makes the same assumption about node connectivity,

namely that every trunk into a node connects to the same main switching device.

Given this assumption, it is senseless for a proposed route to pass through a node

more than once. Each of these algorithms prevents (or attempts to prevent) the

Iexistence of such a route. It is also important to emphasize that each of the algorithms

routes one circuit at a time with the goal of finding the route with minimal cost. The

I purpose of these algorithms is to dynamically route temporary circuits. Cost factors

in these algorithms usually include at least the length of the route and sometimes

the current demands upon the trunks traversed. This overall philosophy is applied to

each circuit in isolation. That is, if more than one circuit needs to be routed, these

circuits are routed without regard for their mutual existence.

In contrast, Service Restoral does not make the same assumption about the exis-

tence of a central switching device at each processor node. Service Restoral acts with

a coarse grained level of processor distribution. Instead of a processor residing at each

individual site, a processor is responsible for several sites, where each of these sites

belongs to the same subregion. As a consequence, a processing node corresponds to a

subregion and thus intrasubregion connectivity becomes an important issue. Service

Restoral must work in an environment where multiple paths exist through the subre-

gion which visit disjoint sets of sites. Thus it is possible that a plausible restoral route

for a circuit may pass through a node more than once. In fact, a plausible restoral

route may pass through multiple nodes more than once depending upon inter- and

intranode (subregion) connectivity.

Another reason the conventional distributed routing algorithms are inappropri-

ate for Service Restoral is that the overall philosophies differ. Whereas the existing

algorithms are intended for temporary routing of previously nonexistent circuits, Ser-

vice Restoral reroutes existing dedicated circuits which have been disrupted. Service

Restoral attempts to make the most effective use of the network resources so as to

restore as many circuits as possible. This is accomplished by collectively restoring

circuits, making use of their previously reserved trunks as well as spare trunks and

trunks that may be preempted. In order to deterrmne the best utilization of the

network resources, multiple alternatives for restoring each disrupted circuit must be
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generated. From these alternatives, Service Restoral selects those plans which collec-

tively restore the greatest number of circuits. Thus, merely determining the shortest

or minimal cost path for a circuit is not the aim of Service Restoral. In fact, such

a route may actually prevent the restoral of other circuits in the system. Instead,
it is the intention of Service Restoral to move away from the dogmatic procedure of

routing circuits in isolation to an approach which utilizes perceptions of what's hap-

pening in the system as a whole. By being aware of a group of circuits that have been

disrupted, Service Restore will be able to accurately reallocate network resources in

the most effective manner.
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Chapter 8

Future Directions

As a result of the preliminary experiments reported in this thesis, new directions

for experimentation have become clear. Perhaps the most immediate is to design a
network that models the scale of a real world communications network. It will be

interesting to observe the effects upon the relative performance of the algorithms in

a network which contains a greater volume of information.

Some modifications should be made to the plan generation phase to permit its

use in a larger class of domains. One such alteration involves relaxing the definition

of allocation in the model. Rather than requiring that resources be allocated for

the duration of the satisfaction of a goal, the model should be modified to allow

for the use of a resource for a period of time and then allow it to be relinquished

for allocation for another purpose. Thus, the model will then be able to allow the

dynamic scheduling of resources. In addition, the model as it exists makes an implicit

assumption about the capabilities of the agents in the system. Namely, no two agents

can bring a single plan to the same state. One solution to allow this situation would

" be to increase th infOrmation ;in e in the qunnort name. This might possibly

be accomplished through a globally recognized encoding scheme for abstract state

II descriptions of plans.
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discussions with both Mr. Pope and his advisor Professor Meyer with regard
to his progress. Mr. Pope is making excellent progress in his academic
studies and will be invited to come to RADC during the summer break.
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Chief Scientist Date Mentor Date
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CERTIFICATION OF ACADEMIC PROGRESSI

Fellow: Mr. Randall P. Pope Semester: Fall 1988

3 University: Clarkson University Subcontract: S-789-000-020

Fellow to complete

I 1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

3 Course Grade Credit Hours

Digital System Design A 3

Introduction to Robotics A 3

Seminar Pass 1

Thesis Credit Pass 5

I

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

During the fall semester, I completed the requirements for my

master's degree. I defended my thesis on September 8 and it

was accepted by the thesis committee. A copy of my thesis is
enclosed. In addition, I took the Ph.D. Induction exam at3 Clarkson and I have been notified that I passed.

3 "I certify that all information stated is correct and complete."

* Signature/Fello

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4963C JAN 2 1989
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i CERTIFICATION OF ACADEMIC PROGRESS

I
"I certify that Mr. Randall P. Pope is making satisfactory academic
progress toward a Ph.D. in the area of Distributed Processing in the
discipline of Artificial Intelligence for the Fall 1988 semester."

Signature/Advising Professor

i Robert A. Meyer
TYPED NAME/TITLE OF ADVISING
PROFESSOR
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MCtUaRCE FOI

The Aero Propuslon Laboratory requests the continuation of the AFOSR

fellowship for Mr. James Seaba, studying Carbustion Systers/Mechanical
Engineering at University of Iowa.

I Give a brief statenent of laboratory and/or Dr. M. Roquemre (fellow's

nentor) involvenent with Mr. James Seaba.

Il Mr Seaba worked for 8 weeks this summer at the Aero Propulsion and Power Laboratory as

part of the Summer Graduate Research Program. He was studying the lifting process in jet

dtffusion flames. Mr Seaba used some of the unique optical equipment and combustion facilities

at APPL in these experiments. Mr Seaba is currently analyzing the data that was collected this

summer. This research is being performed under the direction of Prof. L. D. Chen of the

University of Iowa and Dr W. M. Roquemore (APPL), who are Mr Seaba's thesis advisor and

3 mentor, respectively. The results of this study will be included as part of his Ph D thesis. We

are very pleased with the progress Mr Seaba is making on the AFOSR Fellowship program.iI
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3Chief Scientis' Date Mentor Date

I S-789-000-021.



CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. James P. Seaba Semester: Spring 1989

University: The University of Iowa Subcontract: S-789-000-021

Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

Ef 4 ,' 7c/J /Se-A' 5  e /, e, ,cs ,,. , 4 ,'., .&'~,5e'.- ~ ,, s,. --

U l '."4' 'c,-,

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

LL,,

/1~

"I certify that all information stated is correct and complete."

Sj!nature/Fellowship Recipient

TYPED NAME/FELLOWSHIP RECIPIENT

LLD/sdp 4964C
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I CERTIFICATION OF ACADEMIC PROGRESS

I
"I certify that Mr. James P. Seaba is making satisfactory academic

progress toward a Ph.D. in the area of Combustion Systems/Mechanical
Engineering in the discipline of Mechanical Engineering for the Summer
1989 semester."

Signature/Advising Professor

Lea-Der Chen
TYPED NAME/TITLE OF ADVISING
PROFESSOR

I
I

I 4964C

I
I
U

I
I



I
CERTIFICATION OF ACADEMIC PROGRESS

Fellow: Mr. James P. Seaba Semester: Summer 1989

University: The University of Iowa Subcontract: S-789-000-021

I Fellow to complete

1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

I
I
I
I

2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

?,4,-,Pe,d /,, , 3iwei--l a
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I "I certify that all information stated is correct and complete."

S, naturelFel lowship Recipient

* jaiaes P .Sdb

TYPED NA E/FELLOWSNIP RECIPIENTU
i LLD/sdp 4944C
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I CERTIFICATION OF ACADEMIC PROGRESS

"I certify that Mr. James P. Seaba is making satisfactory academic

progress toward a Ph.D. in the area of Combustion Systems/Mechanical
Engineering in the discipline of Mechanical Engineering for the Spring
1989 semester."

Signature/Advising Professor

Lea-Der Cher

TYPED NAME/TITLE OF ADVISING

PROF ES SOR

4964C
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CONCURRENCE FORM

The Aero Propulsion Laboratory requests the continuation of the AFOSR
fellowship for 110r. James P. Seaba, studying Combustion Systems/Mechanical
Engineering at The University of Iowa.

Give a brief statement of laboratory and/or Dr. W. 4. Roquemore's
(fellow's mentor) involvement with Mr. James P. Seaba.

i Mr Seaba has been a coauthor on a paper entitled "Buoyant Diffusion
Flames." This paper was presented at the 22nd Symposium (International) on
Combustion/The Combustion Institute, 1988. He is currently working on
lifted jet flames and is planning to work at APPL this summer using some of
our unique diagnostic capabilities. Based on Mr Seaba's perfonlance, I
recommend his application for the Student Fellows Program be renewed.I
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Chief Scientist Date Mentor Date

I

I
i



I
CERTIFICATION OF ACADEMIC PROGRESSI

Fellow: Mr. James P. Seaba Semester: Fall 1988

University: The University of Iowa Subcontract: S-789-000-021

Fellow to complete

1 1. Courses - Give description of courses and grades received. (Attach
sheet if extra space is needed.)

I ~ry r\L( 1--* 4 (rd2W') (~.,

* 2. Give a description of research and progress toward dissertation.
(Attach sheets if extra space is needed.)

C ,,1(40-., , e , , ,. b, 4 T.,, , .-.-- -,71 I,,w .-.

"I certify that all information stated is correct and complete."

f)4q IC 9

S/gnature/Fellowship Recipient

I ,lameq P. Seaba
TYPED NAME/FELLOWSHIP RECIPIENT

I
LLDIsdp 4964C
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